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 Abstract: To investigate the nonlinear interaction

of electroencephalograph (EEG signal), bispectral

analysis is used for the study of clinical EEG in

different brain functions. The parametric bispectral

estimation is proposed in the paper for the purpose of

extracting the nonlinear information beyond second

order statistics or power spectra involved in the EEG.

The EEG signal with normal subjects ubder different

brain functional states and the abnormal EEG are

analyzed in terms of the bispectral structure. The

experimental results show that all spontanuous EEG

exhibit obvious quadratic nonlinear interactions

presence among the rhythms, but the bispectral

pattern of the EEG changes with different functional

states of brain.
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1. Introduction

This paper investigates the relation of quadratic

nonlinear interactions among the electroence-

phalograph (EEG) components by employing

bispectral techniques. Biological information in the

brain is carried by patterns of neural activity that are

manifested in electrical fields of potential known as

electroencephalograph. Understanding the generation

mechanism of these brain electrical activities is very

important for the further investigation of brain

functions. As a noninvasive testing method, EEG

analysis has been playing an key role in the diagnosis

of brain diseases and the functional determination of

brain. EEG signal processing is an important clinical

procedure for diagnosing, monitoring and managing

neurological function related to the brain electrical

activities in different brain functions, although many

modern techniques continuously coming into use.

Over the years, the EEG signals has been extensively

analyzed by using a great number of digital signal

processing techniques because many results have

demonstrated that the measurement and processing of

EEG signals are clinically significant due to much of

useful information related to different patterns of the

EEG signals. A variety of methods, such as FFT

technique, power spectral analysis and various

parametric models, are widely used to detect the

information of different EEG signals for many

purposes [1,2].

   Various methods, however, based on power

spectrum or correlation for EEG signal processing

start with the assumption of linearity, Gaussianility

and minimum phase systems. Spectral analysis is a

very useful tool to determine the energy distribution

of an EEG signal in frequency domain, but it cannot

distinguish nonlinearly coupled frequencies from

spontaneously excited signals with the same

resonance condition. In other words, all these

methods depend on the second-order spectral or

second-order statistics. Additional information stored



in higher-order spectra (HOS) is therefore ignored in

linear analysis of the EEG signal. To overcome the

drawback of spectral methods, the bispectral

techniques is proposed to exhibit the nonlinearity and

extract more information of EEG signal beyond

power spectra. There is a body of evidence showing

that the EEG signals exhibit typical non-Gaussian

and nonlinear behavior in practical application. To

understand the nonlinear feature and extract more

higher-order information involved in the EEG, this

paper proposes the higher-order spectra, particularly

bispectrum, for analyzing the EEG signals in

different functional states. The parametric bispectral

estimate is presented to detect the non-Gaussianility

and extract the quadratic nonlinearities. Several EEG

signals recorded under different experimental

conditions are modeled and examined in terms of the

third-order statistics. Both bispectral and cross-

bispectral structure is applied to investigate the

quadratic nonlinear coupling phenomena of the

multichannel EEG signals.

2. Non-Gaussian EEG Model

Recent attention has been given to improve the

bispectral estimation to obtain more accurate

bispectral structures and extract as many features

contained in the signals as possible. Bispectral

estimation methods can be grouped into two main

categories: the conventional FFT-based techniques

and the parametric modelling methods. The FFT-type

based bispectral estimation methods requires longer

data length, while the parametric bispectral

estimation such as the non-Gaussian parametric

modeling requires shorter data length to achieve the

same accuracy. Since in clinical practice, EEG data is

of finite length, parametric modeling is a better

approach for bispectral estimation [3-7].

1. Identification of the Model Parameters

    Consider a non-Gaussian third-order stationary

random process {x(t)}, its k th dimensional cumulant

is defined as [25]
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where the noise {g(t)} is a white Gaussian process

with zero-mean, and both {x(t)} and {g(t )} have the

same autocovariance. When k equals to two, we can

define the third-order cumulant of the signal in

discrete form as [22,23]
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The corresponding bispectrum is defined as
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To obtain the bispectral estimation with high

resolution for finite data length, an AR model driven

by a non-Gaussian white noise is proposed for the

parametric bispectral estimation of the EEG signals.

Let EEG data { )(ny } be modeled by a non-Gaussian

AR model with order p :
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where )(ne  is a white non-Gaussian process with

zero mean and third-order stationarity. QneE =)]([ 2

and 0)]([ 3 ≠= βneE . The system given in equation

(4) is assumed to be stable and )(ny  is statistically

independent of )(ne  for nk ≤ . Since the driving

non-Gaussian white noise process satisfies third-

order stationarity,  )(ky  is also a third-order

stationary process. The third-order cumulant of

equation (4) is given by:
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The model parameters { ka } can be estimated

by solving equation (5) along the lines



pnm ,,1,0 L== , the diagonal slices of the third-order

cumulant sequences , and is given by the following

matrix equation [5-6]:
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The parametric bispectrum can be estimated via the

following relation:
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where )( fH , the transfer function of the AR filter.

Note that the third-order statistics is contained in
the parameters ia ),,2,1( pi L= .

3 Model Order Determination

To estimate the model parameters, the order of

the non-Gaussian AR model must first be determined.

Several techniques for order determination of non-

Gaussian parametric  models were reported, such as

the singular value decomposition (SVD) approach,

and the information theory criteria [8-10]. Third-

order statistics are found suitable for order selection

of the non-Gaussian ARMA model of a non-Gaussian

process in additive Gaussian noise with unknown

covariance. In this paper, the SVD method based on

the non-Gaussian ARMA model is employed to

estimate the optimal order of the non-Gaussian AR

model. Let the process )(ky  satisfies third-order

stationarity, and can be modeled by the following

ARMA model:
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where the )(ke  is the non-Gaussian white noise with

zero-mean. A block matrix based on the third-order

cumulant slice is defined [11]. The block matrix has a

full rank p , which is also the model order. The order

parameters *p  and *q  are selected to be greater

than the order p  and q  of the ARMA model. The

order determination problem is thus to estimate the

rank of the block matrix. The SVD method can

provide robust estimate of the rank. To determine the

model order of the AR(p) model of the EEG data, the

rank of the block matrix can be estimated by setting

0=q  and pp >* . Let iV  be the ith non-zero SVD

of the block matrix, then the optimal order of the

non-Gaussian AR model can be determined by

finding the largest difference of the adjoined SVD

among all the non-zero SVD iV  ),,2,1( *pi L=  of

the block matrix. So the optimal order ipopt =  is

given in terms of max1 ∆=−=∆ +ii VV . The optimal

order is chosen for the maximum value of ∆ .

4 Real EEG Analysis and Results

A personal computer-based system for EEG

data acquisition and processing is implemented. The

sampled rate is set in 100 Hz. Several real EEG data

are obtained to examine the quadratic phase coupling

phenomena among the rhythms components. Both

normal and pathological EEG signals are analyzed in

terms of bispectral estimation. Fig. 1 shows four

kinds of EEG records in different brain functions. Fig.

2 shows the average bispectral estimation of the

normal EEG data when subjects were concentrating

on the task of computing. Fig. 3 shows the bispectral

structure of a typical record of seizure EEG data. Fig.

4 shows the average bispectral estimation of the EEG



signals of five subjects in rest with eyes closed. Fig. 5

gives the average bispectral structure of a record of

EEG data from a schizophrenic patient.
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Fig. 1 Four kinds of EEG signals with different brain

functions. From top to bottom: (a)when subject was

concentrating on computing task. (b)during seizure

period. (c )eyes closed state. (d)a record from a

schizophrenic patient.

Fig. 2 The average bispectral estimation of the

normal EEG series when subjects were concentrating

on the task of computing.

Fig. 3 The bispectral structure of a typical record of

seizure EEG signal.

Fig. 4 shows the average bispectral estimation of the

EEG signals of five subjects in rest with eyes closed.

Fig. 5 The average bispectral structure of a

record of EEG signal from a schizophrenic patient.

Based on the experimental results of the bispectral

estimations of the spontaneous electroencephalogram



in different brain functions, it can be seen that there

exists one bispectral peak at 10 Hz in bifrequency

domain during the subject was concentrating on the

specific computing task. In Fig. 3, five bispectral

peaks can be found in the bifrequency plane for a

record of seizure EEG. The main bispectral peaks in

bifrequency domain are concentrated among alpha

rhythms when subjects’ eyes were closed. Finally, the

bispectral pattern was estimated for a record of EEG

of schizophrenic patient, with one bispectral peak in

bifrequency domain of delta rhythm.

The results have shown that different bispectral

structures of the EEG signals are observed with

different brain functions. The experimental results

have shown that parametric bispectral techniques

acan be a useful tools in analyzing the quadratic

nonlinear interactions of finite EEG data with relative

high resolution of bispectral estimation. Nonlinear

analysis may be an effective and useful tool for

understanding the basic mechanism of EEG

generation and helping the assistant diagnosis of

some kinds of EEG signals. It is suggested that the

bispectral methods provide more useful information

in the study of EEG signal, especially for the feature

extraction by employing the parameters of the non-

Gaussian AR model.

5 Conclusions

In this contribution we investigate the third-

order recursion method for the estimation of the AR

model parameters. One dimensional diagonal slice of

third-order cumulant are estimated and used for

determination of the parameters of the non-Gaussian

AR model. In addition, the model order

determination is another important problem when

using the non-Gaussian AR model. Though various

methods have been proposed for the determination of

the order of a general ARMA model based on both

second and third-order statistics, the problem of

selecting a proper order of the non-Gaussian AR

model is still a difficult one that has never been

solved satisfactorily. For this purpose, bispectral

cross-correlation is employed in this paper to

estimate the optimal order of the non-Gaussian AR

model. The cross correlation between conventional

bispectral estimate and parametric bispectral estimate

is defined and tested for the clinical EEG data.

Moreover, the performance of cancellation of

additive Gaussian noise is also tested to demonstrate

the high detection probability of EEG signals in the

noise by using higher-order spectral analysis.

Based on the higher-order spectral analysis

and parametric bispectral estimation of EEG signals,

some conclusion can be summarized as follows: 1. A

spontaneous EEG is a typical non-Gaussian process

which should be investigated by using HOS

techniques. 2. Most of the spontaneous EEG signals

can be modeled by a non-Gaussian AR model. The

parameters of the model give a satisfied bispectral

estimation with high resolution in EEG analysis. 3.

The location and the amplitude of occurring

bispectral peaks in bifrequency domain is quite

different depending on the EEG signals in different

kinds of functional states of the brain. 4. The cross-

bispectrum of symmetrical channel EEG gives the

similar structure with the bispectral structure when

doing calculation by heart with eyes closed. 5.

Higher-order spectral techniques may be an effective

tool in the analysis and diagnosis of the EEG signals.

The method presented in this paper shows the

capacities of higher-order spectral analysis for the

description of non-Gaussian and nonlinear

phenomena in brain activity signals. Although the

new method in clinical EEG signal processing is

addressed, open problems still remain. One is the

pattern recognition via higher-order spectra, such as

bispectral estimation, which is obviously related to

the higher-order spectral characteristics of the EEG

signals investigated. It will be an interesting and

challenging research project to built an artificial

neural network-based classification scheme.
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