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Preface

A central goal in signal analysis is to extract information from signals that are
related to real-world phenomena. Examples are the analysis of speech, images,
and signals in medical or geophysical applications. One reason for analyzing
such signals is to achieve better understanding of the underlying physical
phenomena. Another is to find compact representations of signals which
allow compact storage or efficient transmission of signals through real-world
environments. The methods of analyzing signals are wide spread and range
from classical Fourier analysis to various types of linear time-frequency trans-
forms and model-based and non-linear approaches. This book concentrates on
transforms, but also gives a brief introduction to linear estimation theory and
related signal analysis methods. The text is self-contained for readers with
some background in system theory and digital signal processing, as typically
gained in undergraduate courses in electrical and computer engineering.

The first five chapters of this book cover the classical concepts of signal
representation, including integral and discrete transforms. Chapter 1 contains
an introduction to signals and signal spaces. It explains the basic tools
for classifying signals and describing their properties. Chapter 2 gives an
introduction to integral signal representation. Examples are the Fourier,
Hartley and Hilbert transforms. Chapter 3 discusses the concepts and tools
for discrete signal representation. Examples of discrete transforms are given
in Chapter 4. Some of the latter are studied comprehensively, while others are
only briefly introduced, to a level required in the later chapters. Chapter 5 is
dedicated to the processing of stochastic processes using discrete transforms
and model-based approaches. It explains the Karhunen—Loéve transform and
the whitening transform, gives an introduction to linear estimation theory
and optimal filtering, and discusses methods of estimating autocorrelation
sequences and power spectra.

The final four chapters of this book are dedicated to transforms that
provide time-frequency signal representations. In Chapter 6, multirate filter
banks are considered. They form the discrete-time variant of time-frequency
transforms. The chapter gives an introduction to the field and provides an
overview of filter design methods. The classical method of time-frequency
analysis is the short-time Fourier transform, which is discussed in Chapter 7.
This transform was introduced by Gabor in 1946 and is used in many appli-
cations, especially in the form of spectrograms. The most prominent example
of linear transforms with time-frequency localization is the wavelet transform.
This transform attracts researchers from almost any field of science, because

xi



xii Contents

it has many useful features: a time-frequency resolution that is matched to
many real-world phenomena, a multiscale representation, and a very efficient
implementation based on multirate filter banks. Chapter 8 discusses the
continuous wavelet transform, the discrete wavelet transform, and the wavelet
transform of discrete-time signals. Finally, Chapter 9 is dedicated to quadratic
time-frequency analysis tools like the Wigner distribution, the distributions
of Cohen’s class, and the Wigner—Ville spectrum.

The history of this book is relatively long. It started in 1992 when
I produced the first lecture notes for courses on signal theory and linear
time-frequency analysis at the Hamburg University of Technology, Germany.
Parts of the material were included in a thesis (“Habilitationsschrift”) that I
submitted in 1994. In 1996, the text was published as a textbook on Signal
Theory in German. This book appeared in a series on Information Technology,
edited by Prof. Norbert J. Fliege and published by B.G. Teubner, Stuttgart,
Germany. It was Professor Fliege who encouraged me to write the book, and I
would like to thank him for that and for his support throughout many years.
The present book is mainly a translation of the original German. However, I
have rearranged some parts, expanded some of the chapters, and shortened
others in order to obtain a more homogeneous and self-contained text. During
the various stages, from the first lecture notes, over the German manuscript to
the present book, many people helped me by proofreading and commenting on
the text. Marcus Benthin, Georg Dickmann, Frank Filbir, Sabine Hohmann,
Martin Schonle, Frank Seide, Ursula Seifert, and Jens Wohlers read portions
of the German manuscript. Their feedback significantly enhanced the quality
of the manuscript. My sister, Inge Mertins—Obbelode, translated the text
from German into English and also proofread the new material that was not
included in the German book. Tanja Karp and J6rg Kliewer went through the
chapters on filter banks and wavelets, respectively, in the English manuscript
and made many helpful suggestions. Ian Burnett went through a complete
draft of the present text and made many suggestions that helped to improve
the presentation. I would like to thank them all. Without their effort and
enthusiasm this project would not have been realizable.

Alfred Mertins
Wollongong, December 1998
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Probability, axioms of, 11
Product kernel, 289
Pseudo-QMF banks, 184
Pseudo-Wigner distribution, 279
Pseudoinverse (see Moore—Penrose pseu-
doinverse)

QCLS (see Quadratic-constrained least-
squares)

QMF (see Quadrature mirror filters)

QR decomposition, 64, 73

Quadratic-constrained least-squares, 176

Quadrature component, 38

Quadrature mirror filters, 149

Radar uncertainty principle, 268, 269
Radix-2 FFT, 85-88, 90
Radix-4 FFT, 90, 91
Raised cosine filter, 294
Random process, 10ff.
cyclo-stationary, 14
non-stationary, 13
stationary, 13
transmission through linear sys-
tems, 20
wide-sense stationary, 14
Random variable, 10
Reciprocal basis, 58, 59
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Reciprocal kernel, 22, 23

Region of convergence (ROC), 76
Regularity, 244, 245, 247, 252
Representation, 48

Rihaczek distribution, 288
Roll-off factor, 294

Scaling function, 228, 237
Scalogram, 215, 265, 289
Schur algorithm, 131
Schwarz inequality, 6
Self-reciprocal kernels, 24
Series expansions, 47
general, 56
orthogonal, 49
Shannon wavelet, 230, 240
Shape adaptive image decomposition,

193, 194
Shape adaptive wavelet transform, 193,
194

Shift-invariance, 281

Short-time Fourier transform, 196ff., 216
discrete-time signals, 205
perfect reconstruction, 204
realizations using filter banks, 206
reconstruction, 202
reconstruction via series expansion,

204

spectral summation, 206

Signal estimation, 113

Signal spaces, 1ff.

Signal-to-noise ratio, 207

Singular value decomposition, 64, 67

Smoothing kernel, 280
separable, 284

Soft thresholding, 263

Span, 48

Spectral estimation, 134-142

Spectral factorization, 151

Spectral subtraction, 207

Spectral summation, 206

Spectrogram, 201, 215, 265, 275, 283

Speech analysis, 202

Spline wavelets, 249

Split-radix FFT, 91, 92

Split-radix FHT, 97

Index

Stability condition, 221, 224
Stationary process, 13
STFT (see Short-time Fourier transform)

Stochastic process (see Random process)

Subband coding, 188
Subsampling (see Downsampling)
Subspace, 48

Sum of subspaces, 48

Symmetric bandpass, 40
Symmetric reflection, 190
Symmlets, 253

Synthesis window, 202

Temporal autocorrelation function, 269—
271
Terz analysis, 226
Thresholding
hard, 263
soft, 263
Tight frame, 225
Time resolution, 199, 213, 286
Time-frequency analysis, 196, 211, 269
Time-frequency autocorrelation func-
tion, 267
Time-frequency distributions, 265ff.
affine-invariant, 289
Choi-Williams, 288-291
Cohen’s class, 281ff.
general, 280
Rihaczek, 288
shift-invariant, 2811f.
Zhao—Atlas—Marks, 288
Time-frequency localization, 211, 216
Time-frequency plane, 196, 198
Time-frequency resolution, 198, 213
Time-frequency window, 198, 213
Time-scale analysis, 211, 214
Toeplitz, 17
Transform coding, 95
Translation invariance, 214, 256
Transmultiplexers, 195
Tridiagonal matrix, 95
Twiddle factors, 86, 92
Two-scale relation, 233, 237
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Unbiasedness stability condition, 224
for deterministic parameters, 113 synthesis by multirate filtering, 233
for random parameters, 122 tight frame, 225
of autocorrelation estimates, 133, time-scale analysis, 214
136 translation invariance, 256
of spectral estimates, 136, 138, 140 ‘Welch method, 139, 140
Uncertainty principle, 200, 265 ‘White noise process
radar, 268, 269 bandlimited, 19
Unitary matrix, 65, 67, 70, 73, 105, 111 continuous-time, 18
Upsampling, 143, 144 discrete-time, 19
Whitening transforms, 111, 112, 130
Vanishing moments, 243, 244 Wide-sense stationary processes, 14
Variance, 13 Wiener filters, 124
Wiener-Hopf equation, 124
Walsh functions, 56 Wiener—Khintchine theorem, 15
Walsh-Hadamard transform, 100 Wigner distribution, 269ff.
‘Wavelet families, 24 71f. cross, 275
‘Wavelet series, 223 discrete-time, 290
Wayvelet transform, 210fF. linear operations, 279
analysis by multirate filtering, 232 Moyal’s formula, 273, 276
& trous algorithm, 256fF. properties, 272
biorthogonal, 224 pseudo-, 279
construction formulae, 238 Wigner—Ville spectrum, 292ff.
continuous-time signals, 210 Windowed signal, 197
critical sampling, 224 Windows
Daubechies wavelets, 252 Bartlett window, 133-135, 138, 141
denoising, 263 Blackman window, 140, 141
discrete (DWT), 197, 227ff. Hamming window, 140, 141
discrete-time signals, 255 Hanning window, 140, 141
dual wavelet, 223
dyadic, 219ff. Yule-Walker equations, 128, 141
dyadic sampling, 223ff.
finite support, 245 Zero padding, 137
frame bounds, 224 Zero-delay lifting, 177
Haar wavelet, 229 Zhao—Atlas—Marks distribution, 288
integral reconstruction, 217ff. #Transform, 75, 77-80

linear phase, 247

Mallat algorithm, 259

Morlet wavelet, 260

orthonormal, 224, 228, 236
oversampling, 224, 258

partition of unity, 241

regularity, 244, 245

semi-discrete reconstruction, 217ff.
series expansion, 223ff.

Shannon wavelet, 230



