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doctoral students. The process took about six years. The Center for Excellence in 
Command, Control, Communications, and Intelligence has been very successful 
and has generated over $300 million in research funding during its existence. Dur- 
ing this growth period, I spent some time on array processing but a concentrated ef- 
fort was not possible. In 1995, I started a serious effort to write the Array Process- 
ing book. 

Throughout the Optimum Array Processing text there are references to Parts I 
and III of Detection, Estimation, and Modulation Theory. The referenced material is 
available in several other books, but I am most familiar with my own work. Wiley 
agreed to publish Part I and III in paperback so the material will be readily avail- 
able. In addition to providing background for Part IV, Part I is still useful as a text 
for a graduate course in Detection and Estimation Theory. Part III is suitable for a 
second level graduate course dealing with more specialized topics. 

In the 30-year period, there has been a dramatic change in the signal processing 
area. Advances in computational capability have allowed the implementation of 
complex algorithms that were only of theoretical interest in the past. In many appli- 
cations, algorithms can be implemented that reach the theoretical bounds. 

The advances in computational capability have also changed how the material is 
taught. In Parts I and III, there is an emphasis on compact analytical solutions to 
problems. In Part IV, there is a much greater emphasis on efficient iterative solu- 
tions and simulations. All of the material in parts I and III is still relevant. The books 
use continuous time processes but the transition to discrete time processes is 
straightforward. Integrals that were difficult to do analytically can be done easily in 
Matlab? The various detection and estimation algorithms can be simulated and 
their performance compared to the theoretical bounds. We still use most of the prob- 
lems in the text but supplement them with problems that require Matlab@ solutions. 

We hope that a new generation of students and readers find these reprinted edi- 
tions to be useful. 

Fairfax, Virginia 
June 2001 

HARRY L. VAN TREES 
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important, so I started writing notes. It was clear that in order to present 
the material to graduate students in a reasonable amount of time it would 
be necessary to develop a unified presentation of the three topics: detection, 
estimation, and modulation theory, and exploit the fundamental ideas that 
connected them. As the development proceeded, it grew in size until the 
material that was originally intended to be background for modulation 
theory occupies the entire contents of this book. The original material on 
modulation theory starts at the beginning of the second book. Collectively, 
the two books provide a unified coverage of the three topics and their 
application to many important physical problems. 

For the last three years I have presented successively revised versions of 
the material in my course. The audience consists typically of 40 to 50 
students who have completed a graduate course in random processes which 
covered most of the material in Davenport and Root [8]. In general, they 
have a good understanding of random process theory and a fair amount of 
practice with the routine manipulation required to solve problems. In 
addition, many of them are interested in doing research in this general area 
or closely related areas. This interest provides a great deal of motivation 
which I exploit by requiring them to develop many of the important ideas 
as problems. It is for this audience that the book is primarily intended. The 
appendix contains a detailed outline of the course. 

On the other hand, many practicing engineers deal with systems that 
have been or should have been designed and analyzed with the techniques 
developed in this book. I have attempted to make the book useful to them. 
An earlier version was used successfully as a text for an in-plant course for 
graduate engineers. 

From the standpoint of specific background little advanced material is 
required. A knowledge of elementary probability theory and second 
moment characterization of random processes is assumed. Some familiarity 
with matrix theory and linear algebra is helpful but certainly not necessary. 
The level of mathematical rigor is low, although in most sections the results 
could be rigorously proved by simply being more careful in our derivations. 
We have adopted this approach in order not to obscure the important 
ideas with a lot of detail and to make the material readable for the kind of 
engineering audience that will find it useful. Fortunately, in almost all 
cases we can verify that our answers are intuitively logical. It is worthwhile 
to observe that this ability to check our answers intuitively would be 
necessary even if our derivations were rigorous, because our ultimate 
objective is to obtain an answer that corresponds to some physical system 
of interest. It is easy to find physical problems in which a plausible mathe- 
matical model and correct mathematics lead to an unrealistic answer for the 
original problem. 



We have several idiosyncrasies that it might be appropriate to mention. 
In general, we look at a problem in a fair amount of detail. Many times we 
look at the same problem in several different ways in order to gain a better 
understanding of the meaning of the result. Teaching students a number of 
ways of doing things helps them to be more flexible in their approach to 
new problems. A second feature is the necessity for the reader to solve 
problems to understand the material fully. Throughout the course and the 
book we emphasize the development of an ability to work problems. At the 
end of each chapter are problems that range from routine manipulations to 
significant extensions of the material in the text. In many cases they are 
equivalent to journal articles currently being published. Only by working a 
fair number of them is it possible to appreciate the significance and 
generality of the results. Solutions for an individual problem will be 
supplied on request, and a book containing solutions to about one third 
of the problems is available to faculty members teaching the course. We 
are continually generating new problems in conjunction with the course 
and will send them to anyone who is using the book as a course text. A 
third issue is the abundance of block diagrams, outlines, and pictures. The 
diagrams are included because most engineers (including myself) are more 
at home with these items than with the corresponding equations. 

One problem always encountered is the amount of notation needed to 
cover the large range of subjects. We have tried to choose the notation in a 
logical manner and to make it mnemonic. All the notation is summarized 
in the glossary at the end of the book. We have tried to make our list of 
references as complete as possible and to acknowledge any ideas due to 
other people. 

A number of people have contributed in many ways and it is a pleasure 
to acknowledge them. Professors W. B. Davenport and W. M. Siebert have 
provided continual encouragement and technical comments on the various 
chapters. Professors Estil Hoversten and Donald Snyder of the M.I.T. 
faculty and Lewis Collins, Arthur Baggeroer, and Michael Austin, three 
of my doctoral students, have carefully read and criticized the various 
chapters. Their suggestions have improved the manuscript appreciably. In 
addition, Baggeroer and Collins contributed a number of the problems in 
the various chapters and Baggeroer did the programming necessary for many 
of the graphical results. Lt. David Wright read and criticized Chapter 2. 
L. A. Frasco and H. D. Goldfein, two of my teaching assistants, worked 
all of the problems in the book. Dr. Howard Yudkin of Lincoln Laboratory 
read the entire manuscript and offered a number of important criticisms. 
In addition, various graduate students taking the course have made 
suggestions which have been incorporated. Most of the final draft was 
typed by Miss Aina Sils. Her patience with the innumerable changes is 
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sincerely appreciated. Several other secretaries, including Mrs. Jarmila 
Hrbek, Mrs. Joan Bauer, and Miss Camille Tortorici, typed sections of the 
various drafts. 

As pointed out earlier, the books are an outgrowth of my research 
interests. This research is a continuing effort, and I shall be glad to send our 
current work to people working in this area on a regular reciprocal basis. 
My early work in modulation theory was supported by Lincoln Laboratory 
as a summer employee and consultant in groups directed by Dr. Herbert 
Sherman and Dr. Barney Reiffen. My research at M.I.T. was partly 
supported by the Joint Services and the National Aeronautics and Space 
Administration under the auspices of the Research Laboratory of Elec- 
tronics. This support is gratefully acknowledged. 

Cambridge, Massachusetts 
October, 1967. 

Harry L. Van Trees 
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maximum likelihood, 65 
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Estimator-correlator realization, 626 

*orrelator receiver, 354 
-subtractor filter, 295 

Factoring of higher order moments of 
Gaussian process, 2 2 8 

Factorization, spectrum, 488 
Fading channel, Rayleigh, 35 2 
False alarm probability, 31 
Fast-fluctuating point targets, 627 
Feedback systems, optimum feedback 

filter, canonic reahzation, 5 10 
optimum feedback systems, 508 
problems, 595 
receiver-to-transmitter feedback systems, 

629 
Filters, distortionless, 459, 598, 599 
-envelope detector receiver, 34 1 
Kalman-Bucy, 5 15,599 
matched, 226, 249 
matrix, 480 
optimum, 198,488,546 
postloop, 5 10, 5 11 
-squarer receiver, 35 3 
time-varying, 19 8 
transversal, 16 1 
whitening, approach, 290 

realizable, 483, 586,618 
reversibility, 289 

Wiener, 481,588 
Fisher’s information matrix, 80 
FM, 424 
Fredhohn equations, first kind, 3 15, 3 16 

homogeneous, 186 
rational kernels, 315, 316, 320 
second kind, 3 15, 320 
separable kernels, 316, 322 
vector, 221, 368 

Frequency, diversity, 449 
domain characterization, 167 

Frequency, estimation, random phase 
channel, 400 

modulation, 424 
FSK, 379 
Function-variation method, 268 

Gaussian, assumption, 471 
asymptotically, 7 1 
general Gaussian problem, classical, 96 

detection, problems, 154 
nonlinear estimation, problems, 156 

processes, 182 
definition, 18 3 
factoring of higher moments of, 228 
multiple, 185 
problems on, 228 
properties of, 182 
sampling approach, 23 1 
white noise, 197 

variable(s), characteristic function, 96 
definition, 96 

probability density of jointly Gaussian 
variables, 97 

quadratic form of correlated Gaussian 
variables, 98, 396 

Generalized, likelihood ratio test, 92, 366 
Q-function, 4 11 

Generation of coefficients, 17 0 
Generation of random processes, 5 18 
Geometric interpretation, sufficient 

statistic, 35 
Global optimality, 383 
Gram-Schmidt procedure, 18 1, 25 8, 3 80 

Hilbert transform, 5 9 1 
Homogeneous integral equations, 186 
Hypotheses, composite, 88, 15 1 
dummy, 51 
tests, general binary, 254 
M-ary, 46, 257 
simple binary, 23, 134 

Impulse response matrix, 5 32 
Incoherent reception, ASK, 399 

asymptotic behavior, M-ary signaling, 400 
definition, 343 
N channels, on-off signaling, 4 11 

orthogonal signals, 4 13 
Inequality, Cram&Rao, nonrandom parame- 

ters, 66, 275 
Schwarz, 67 
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Information, kernel, 441, 444, 454 

mutual, 585 
matrix, data, 84 
Fisher’s, 80 

Integral equations, Fredholm, 3 15 
homogeneous, 180,186 
problems, 233, 389 
properties of homogeneous, 180 
rational kernels, 3 15 
solution, 3 15 
summary, 325 

Integrated Fourier transforms, 2 15, 224, 
236 

Integrating over unwanted parameters, 87 
Interference, intersymbol, 160 

non-Gaussian, 377 
other targets, 323 

Internal phase structure, 343 
Intersymbol interference, 160 
Interval estimation, 430 
Inverse, kernel, definition, 294 

matrix kernel, 368,408 
Ionospheric, link, 349 

point-to-point scatter system, 240 
Irreducible errors, 494 

Kalman-Bucy filters, 5 15 
Kalman filter, discrete, 159 
Karhunen-Lo&e expansion, 182 
Kernels, channel, 3 3 3 

information, 441,444,454 
of integral equations, 180 
inverse, 294, 368, 408 
rational, 3 15 
separable, 3 16 

Kineplex, 406 

Lagrange multipliers, 3 3 
“Largest-of” receiver, 25 8 
Learning systems, 160 
Likelihood, equation, 65 
function, 65 
maximum-Iikelihood estimate, 65, 456, 

465 
ratio, 26 
ratio test, generalized, 92, 366 

ordinary, 26 
l.i.m., 179 
Limiter-discriminator, 626 
Limit in the mean, 179 

Linear, arrays, 464 
channels, 3 9 3 
dynamic system, 5 17 
estimation, 308,467 

Linear filters, before transmission, 569 
optimum, 198,488,546 
time-varying, 19 8 

Linear modulation, communications, con- 
text, 575, 612 

definition, 427,467 
Linear operations on random proces- 

ses, 176 
Loop filter, optimum, 509 

MAP equations, continuous messages, 
431 

Marcum’s Q-function, 344 
Markov process, 175 
-differential equation approach, 6 29 
probability density, 228 

Mary, 257,380-386,397,399-405, 
415-416 

Matched filter, 226, 249, 341 
Matrix(ices), bound, 372,453 
covariance, definition, 97 

equal covariance matrix problem, 98 
eigenvalues of, 104 
eigenvectors of, 104 
error matrix, vector waveform estima- 

tion, 453 
F-, 520 
impulse response, 5 32 
information, 438,454 
inverse kernel, 368,408 
partial derivative, 15 0 
Riccati equation, 543 
state-transition, 5 30, 5 3 1 

Maximal ratio combiner, 369, 565 
Maximization of signal-to-noise ratio, 13, 

226 
Maximum, a posteriori, estimate, 57, 63 

interval estimation, waveforms, 430 
probability computer, 50 
probability test, 50 

likelihood estimation, 65 
signal-to-noise ratio criterion, 13 

Mean-square, approximation error, 170 
convergence, 17 8 
error, closed form expressions for, 498 

commutation of, 75 
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Mean-square, error, effect of delay on, 494 
unrealizable, 496 

Measurement, channel, 35 2 
perfect measurement, bound, 88 

Pr(E) in Rayleigh channel, 358 
Measures of error, 76 
Mechanism, probabilistic transition, 20 
Mercer’s theorem, 181 
M hypotheses, classical, 46 

general Gaussian, 154 
Minimax, operating point, 45 

tests, 33 
Minimum-distance receiver, 257 
Miss probability, 3 1 
Model, observation, 5 34 
Models for signal detection, 239 
Modified Bessel function of the first kind, 

338 
Modulation, amplitude modulation, DSB, 

9,424,576,578 
SSB, 581 

double-sideband AM, 9 
frequency modulation, 424 
index, 445 
linear, 467,575,612 
multilevel systems, 446 
nonlinear, 427 
phase modulation, 424 
pulse amplitude (PAM), 6 
pulse frequency (PFM), 7,278 

Modulator, biphase, 240 
Moment(s), of Gaussian process, 228 
generating function, definition, 118 
method of sample moments, 151 

Most powerful (UMP) tests, 89 
p(s), definition, 118 
Multidimensional waveform estimation, 

446,462 
Multilevel modulation systems, 446 
Multiple, channels, 366,408,446 
input systems, 528 
output systems, 528 
parameter estimation, 74, 150, 370, 

417 
processes, 185,446,627 

Multiplex transmission systems, 6 27 
Multivariable systems and processes, 627 
Mutual information, 5 85 

Narrow-band signals, 626 

Neyman-Pearson, criterion, 24, 33 
tests, 33 

Noise, bandwidth, 226 
temperature, 240 
white, 196 

Non-Gaussian interference, 377, 629 
Nonlinear, demodulators, optimum, 626 

estimation, in colored Gaussian noise, 308 
general Gaussian (classical), 15 7 
in white Gaussian noise, 273 

modulation, 427 
systems, 5 84 

Nonparametric techniques, 628 
Nonrandom, multiple nonrandom vari- 

ables, bounds on estimation errors, 79 
parameters 

Cram&-Rao inequality, 66 
estimation (problems), 145 

waveform estimation, 456,465,598, 599 
Nonrational spectra, 5 11 
Nonsingular linear transformation, state 

vector, 5 26 
Nonstationary processes, 194,5 27 
Nonstructured approach, 12, 15 

Observation space, 20 
On-off signaling, additive noise channel, 379 
N incoherent channels, 411 
N Rayleigh channels, 4 14 
partially coherent channel, 397 

Operating, characteristic, receiver (ROC), 
36 

point, minimax, 45 
Orthogonal, representations, 169 

signals, M orthogonal-known channel, 
261 

N incoherent channels, 4 13 
N Rayleigh channels, 415 
N Rician channels, 4 16 
one of M, 403 
one Rayleigh channel, 356-359,401 
one Rician channel, 361-364,402 
single incoherent, 397,400 

Orthonormal, complete (CON), 17 1 
Orthonormal functions, 16 8 

Paley-Wiener criterion, 5 12 
PAM, 244 
Parameter-variation method, 269 
Parseval’s theorem, 17 1 
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Partial, characterization, 175 
derivative matrix operator, 76, 150 
fraction expansion, 492, 524 

Passive sonar, 626 
Pattern recognition, 160,628 
Patterns, beam, 627 
Perfect measurement, bound, 90 

in Rayleigh channel, 359 
Performance bounds and approxima- 

tions, 116 
Periodic processes, 209, 235 
PF, PM, Pr(c), approximations, 124, 125 

bound, 39,122,123 
PFM, 278 
Phase-lock loop, 626 
Phase modulation, 424 
Physical realizations, 6 29 
Pilot tone, 583 
PM improvement, 443 
PM/PM, 448,463 
Point, estimate, 470 

estimation error, 199 
estimator, Bayes, 477 
target, fast-fluctuating, 627 
target, slow-fluctuating, 627 

Point-to-point ionospheric scatter system, 
240 

Poisson, distribution, 29,41 
random process, 136 

Pole-splitting techniques, 556, 607 
Positive definite, 177; 179 
Postloop filter, optimum, 5 11 
Power density spectrum, 178 
Power function, 89 
Probability, computer, maximum 

a posteriori, 50 
density, Gaussian process, joint, 185 

Markov process, 228 
Rayleigh, 35 1 
Rician envelope and phase, 4 13 

detection probability, 3 1 
of error [ Pr( E)] , binary nonorthogonal 

signal, random phase, 399 
bit, 384 
definition, 37 
minimum Pr(E) receiver, 37 
orthogonal signals, uniform phase, 397 

false alarm, 31 
miss, 31 
test, a maximum a posteriori, 50 

Q-function, 344, 395, 411 
Q,K u) and g(O, 294 
Quadratic form, 150, 396 

Radar, ambiguity function, 627 
conventional pulse, 244, 344,412,414 
mapping, 627 

Radial prolate spheroidal function, 193 
Radio astronomy, 9,626 
Random, modulation matrix, 5 83 

process, see Process 
Randomized decision rules, 43, 137 
Randomly time-varying channel, 6 26 
Rate-distortion, 6 26 
Rational kernels, 3 15 
Rational spectra, 187,485 
Rayleigh channels, definition of, 352 
M-orthogonal signals, 401 
N channels, binary orthogonal signals, 4 15 
N channels, on-off signaling, 414 
Pr( E), orthogonal signals, 357 
Pr(E), perfect measurement in, 359 
ROC, 356 

Realizable demodulation, 576 
Realizable, linear filter, 481,515 

part operator, 488 
whitening filter, 388, 586,618 

Realization(s), analog computer, 517, 519, 
522-525,534,599 

correlator, colored noise receiver, 29 3 
estimator-correlator, 6 26 
feedback, 508,595 
matched filter-envelope detector, 341 
physical, 629 
state variables, 522 
whitening, colored noise receiver, 293 

Receiver(s), channel measurement, 358 
known signals in colored noise, 293 
known signals in white noise 

correlation, 249, 256 
“largest-of,” 25 8 
matched filter, 249 
minimum distance, 257 

minimum probability of error, 30 
operating characteristic (ROC), 36 
signals with random parameters in noise, 

channel estimator-correlator, 354 
correlator-squarer, 35 3 
filter-squarer, 35 3 

sub-optimum, 379 
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Rectangular bandwidth, equivalent, 491 
Representation, bandpass process, 227 

differential equation, 5 16 
errors, 170 
infinite time interval, 212 
orthogonal series, 169 
sampling, 227 
vector, 173 

Reproducing densities, 142 
Residual carrier component, 424,467 
Residues, 5 26 
Resolution, 324, 627 
Reversibility, 289, 387 
Riccati equation, 543 
Rician channel, 360-364,402,413,416 
Risk, Bayes, 24 
ROC, 36,44,250 

Sample space, 174 
Sampling, approach to continuous Gaussian 

processes, 23 1 
representation, 227 

Scatter communication, 626 
Schwarz inequality, 66 
Second-moment characterizations, 176, 226 
Seismic systems, 6 27 
Sensitivity, 267, 326-331, 391, 512, 573 
Sequence of digits, 264,627 
Sequential detection and estimation 

schemes, 627 
Sequential estimation, 144, 158, 618 
Signals, bi-orthogonal, 3 84 

equally correlated, 267 
known, 3, 7, 9, 246, 287 
Wary, 257, 380 
optimum design, 302, 393 
orthogonal, 260-267, 356-359, 361-364, 

397, 400, 402, 403, 413, 41.5, 416 
random, 4 
random parameters, 333, 394 
Simplex, 267, 380, 383 

Simplex signals, 267, 380, 383 
Single-sideband, suppressed carrier, ampli- 

tude modulation, 5 8 1 
Single-time characterizations, 176 
Singularity, 303,391 
Slow-fading, 35 2 
Slowly fluctuating point target, 627 
Sonar, 3,626 
Space, decision, 250 

Space, observation, 20 
parameter, 5 3 
sample, 174 

Space-time system, 449 
Spectra, bandlimited, 192 

Butterworth, 191 
nonrational, 5 11 
rational, 187,485 

Spectral decomposition, applications, 2 18 
Spectrum factorization, 488 
Specular component, 360 
Spheroidal function, 193 
Spread targets, 627 
Square-error cost function, 54 
Square-law receiver, 340,402 
State of the system, definition, 517 
State transition matrix, 5 30, 53 1 
State variables, 5 17 
State vector, 520 
Structured, approach, 12 

processes, 175 
Sufficient statistics, cosine, 36 1 

definition, 35 
estimation, 5 9 
Gaussian problem, 100, 104 
geometric interpretation, 35 
sine, 361 

Tapped delay line, 161 
Target, doubly spread, 627 

fluctuating, 4 14,627 
interfering, 3 2 3 
nonfluctuating, 4 12 
point, 627 

Temperature, effective noise, 240 
Tests, Bayes, 24, 139 

binary, 23, 134 
generalized likelihood ratio, 92, 366 
hypothesis, 23, 134 
infinitely sensitive, 3 3 1 
likelihood ratio, 26 
maximum a posteriori probability, 50 
IL2 hypothesis, 46, 139 
minimax, 33 
Neyman-Pearson, 33 
UMP, 89,366 
unstable, 3 3 1. 

Threshold constraint, 28 1 
Threshold of tests, 26 
Tilted densities, 119 
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Time-domain characterization, 166 
Time-varying differential equations, 5 27, 603 
Time-varying linear filters, 198, 199 
Transformations, coordinate system, 102 

no-memory, 426 
state vector, nonsingular linear, 5 26 

Transition matrix, state, 5 30, 5 3 1 
Translation of signal sets, 380 
Transversal filter, 16 1 

Unbiased estimates. 64 
Uniform cost function, 54 
Uniformly most powerful (UMP) tests, 89, 366 
Uniqueness of optimum linear filters, 476 
Unknown bias, 64 
Unrealizable filters, 496 
Unstable tests, 33 1 
Unwanted parameters, 87, 333, 394 

Vector, bias, 76 
channels, 5 3 7 
differential equations, 5 15, 5 20 
eigenfunctions, 22 1 

Vector, Gaussian, 96 
integrated transform, 224 
mean, 100,107 
orthogonal expansion, 221 
random processes, 230, 236 
representation of signals, 17 2 
state, 520 
Wiener-Hopf equation, 480,5 39 

Waveforms, continuous waveform 
estimation, 11, 423 

multidimensional, 446 
nonrandom, 456,465 

Whitening, approach, 290 
property, 483 
realization, colored noise, 293 
reversible whitening filter, 290, 387, 388, 

586,618 
White noise process, 196 
Wiener, filter, 481, 588 

process, 194 
Wiener-Hopf equation, 482 


