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1. Exploratory Data Analysis
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1. Exploratory Data Analysis - Detailed Table of
Contents [1.]

This chapter presents the assumptions, principles, and techniques necessary to gain insight into
data via EDA--exploratory data analysis.

1. EDA Introduction [1.1.]
1. WhatiseDA? [1.1.1]
2. How Does Exploratory Data Analysis differ from Classical Data Analysis? [1.1.2.]
1. Moddl [1.1.2.1]
Focus [1.1.2.2.]
Techniques [1.1.2.3]
Rigor [1.1.2.4]
Data Treatment [1.1.2.5.]
6. Assumptions [1.1.2.6.]
How Does Exploratory Data Analysis Differ from Summary Analysis? [1.1.3]
What are the EDA Goals? [1.1.4]
The Role of Graphics [1.1.5.]
An EDA/Graphics Example [1.1.6.]
General Problem Categories [1.1.7.]
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2. EDA Assumptions [1.2]
1. Underlying Assumptions [1.2.1.]
2. Importance [1.2.2.]
3. Techniquesfor Testing Assumptions [1.2.3.]
4. Interpretation of 4-Plot [1.2.4.]
5. Conseguences [1.2.5]
1. Consequences of Non-Randomness [1.2.5.1.]
2. Conseguences of Non-Fixed L ocation Parameter [1.2.5.2.]
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Consequences of Non-Fixed Variation Parameter [1.2.5.3.]
Consequences Related to Distributional Assumptions [1.2.5.4.]

3. EDA Techniques [1.3]

1. Introduction [1.3.1.]
2. Analysis Questions [1.3.2]

3. Graphical Techniques: Alphabetic [1.3.3.]

1.

=
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11.
12.
13.
14.
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Autocorrelation Plot [1.3.3.1.]
1. Autocorrelation Plot: Random Data [1.3.3.1.1.]
2. Autocorrelation Plot: Moderate Autocorrelation [1.3.3.1.2.]

3. Autocorrelation Plot: Strong Autocorrelation and Autoregressive
Model [1.3.3.1.3]

4. Autocorrelation Plot: Sinusoidal Model [1.3.3.1.4.]
Bihistogram [1.3.3.2.]
Block Plot [1.3.3.3]
Bootstrap Plot [1.3.3.4.]
Box-Cox Linearity Plot [1.3.3.5.]
Box-Cox Normality Plot [1.3.3.6.]
Box Plot [1.3.3.7.]
Complex Demodulation Amplitude Plot [1.3.3.8.]
Complex Demodulation Phase Plot [1.3.3.9.]
Contour Plot [1.3.3.10]
1. DEX Contour Plot [1.3.3.10.1.]
DEX Scatter Plot [1.3.3.11.]
DEX Mean Plot [1.3.3.12]
DEX Standard Deviation Plot [1.3.3.13/]
Histogram [1.3.3.14.]
1. Histogram Interpretation: Normal [1.3.3.14.1.]

2. Histogram Interpretation: Symmetric, Non-Normal,
Short-Tailed [1.3.3.14.2]

3. Histogram Interpretation: Symmetric, Non-Normal,
Long-Tailed [1.3.3.14.3]]

4. Histogram Interpretation: Symmetric and Bimodal [1.3.3.14.4.]

5. Histogram Interpretation: Bimodal Mixture of 2 Normals [1.3.3.14.5.]
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16.
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6. Histogram Interpretation: Skewed (Non-Normal) Right [1.3.3.14.6.]
7. Histogram Interpretation: Skewed (Non-Symmetric) Left [1.3.3.14.7.]
8. Histogram Interpretation: Symmetric with Outlier [1.3.3.14.8.]

Lag Plot [1.3.3.15]
1. Lag Plot: Random Data [1.3.3.15.1.]
2. Lag Plot: Moderate Autocorrelation [1.3.3.15.2.]

3. Lag Plot: Strong Autocorrelation and Autoregressive
Model [1.3.3.15.3]

4. Lag Plot: Sinusoidal Models and Outliers [1.3.3.15.4.]
Linear Correlation Plot [1.3.3.16.]
Linear Intercept Plot [1.3.3.17.]
Linear Slope Plot [1.3.3.18 ]
Linear Residual Standard Deviation Plot [1.3.3.19.]
Mean Plot [1.3.3.20.]
Normal Probability Plot [1.3.3.21.]
1. Normal Probability Plot: Normally Distributed Data [1.3.3.21.1.]
2. Normal Probability Plot: Data Have Short Tails [1.3.3.21.2.]
3. Normal Probability Plot: DataHave Long Tails [1.3.3.21.3.]
4. Normal Probability Plot: Data are Skewed Right [1.3.3.21.4.]
Probability Plot [1.3.3.22.]
Probability Plot Correlation Coefficient Plot [1.3.3.23.]
Quantile-Quantile Plot [1.3.3.24.]
Run-Sequence Plot [1.3.3.25.]
Scatter Plot [1.3.3.26.]
1. Scatter Plot: No Relationship [1.3.3.26.1.]

2. Scatter Plot: Strong Linear (positive correlation)
Relationship [1.3.3.26.2.]

3. Scatter Plot: Strong Linear (negative correl ation)
Relationship [1.3.3.26.3]

4. Scatter Plot: Exact Linear (positive correlation)
Relationship [1.3.3.26.4.]

5. Scatter Plot: Quadratic Relationship [1.3.3.26.5.]
Scatter Plot: Exponential Relationship [1.3.3.26.6.]
7. Scatter Plot: Sinusoidal Relationship (damped) [1.3.3.26.7.]
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8. Scatter Plot: Variation of Y Does Not Depend on X
(homoscedastic) [1.3.3.26.8.]

9. Scatter Plot: Variation of Y Does Depend on X
(heteroscedastic) [1.3.3.26.9.]

10. Scatter Plot: Outlier [1.3.3.26.10.]
11. Scatterplot Matrix [1.3.3.26.11.]
12. Conditioning Plot [1.3.3.26.12.]
27. Spectral Plot [1.3.3.27.]
1. Spectral Plot: Random Data [1.3.3.27.1.]

2. Spectral Plot: Strong Autocorrelation and Autoregressive
Model [1.3.3.27.2.]

3. Spectral Plot: Sinusoidal Model [1.3.3.27.3]

28. Standard Deviation Plot [1.3.3.28.]

29. Star Plot [1.3.3.29.]

30. Weibull Plot [1.3.3.30.]

31. Youden Plot [1.3.3.31.]

1. DEX Youden Plot [1.3.3.31.1]

32. 4-Plot [1.3.3.32]

33. 6-Plot [1.3.3.33]
4. Graphical Techniques. By Problem Category [1.3.4.]
5. Quantitative Techniques [1.3.5.]

1. Measuresof Location [1.3.5.1]

2. Confidence Limitsfor the Mean [1.3.5.2.]

3. Two-Samplet-Test for Equal Means [1.3.5.3.]

1. DataUsed for Two-Samplet-Test [1.3.5.3.1.]
One-Factor ANOVA [1.3.5.4]
Multi-factor Analysis of Variance [1.3.5.5.]
Measures of Scale [1.3.5.6.]
Bartlett's Test [1.3.5.7.]
Chi-Square Test for the Standard Deviation [1.3.5.8.]
1. Data Used for Chi-Square Test for the Standard Deviation [1.3.5.8.1.]

9. F-Test for Equality of Two Standard Deviations [1.3.5.9.]
10. Levene Test for Equality of Variances [1.3.5.10.]
11. Measures of Skewness and Kurtosis [1.3.5.11.]
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13.
14.
15.
16.
17.
18.

Autocorrelation [1.3.5.12.]
Runs Test for Detecting Non-randomness [1.3.5.13/]
Anderson-Darling Test [1.3.5.14.]
Chi-Square Goodness-of-Fit Test [1.3.5.15.]
Kolmogorov-Smirnov Goodness-of-Fit Test [1.3.5.16.]
Grubbs Test for Outliers [1.3.5.17.]
Yates Analysis [1.3.5.18]]
1. Defining Models and Prediction Equations [1.3.5.18.1.]
2. Important Factors [1.3.5.18.2.]

6. Probability Distributions [1.3.6.]

1.
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What is a Probability Distribution [1.3.6.1.]
Related Distributions [1.3.6.2.]
Families of Distributions [1.3.6.3.]
L ocation and Scale Parameters [1.3.6.4.]
Estimating the Parameters of a Distribution [1.3.6.5.]
1. Method of Moments [1.3.6.5.1.]
2. Maximum Likelihood [1.3.6.5.2.]
3. Least Squares [1.3.6.5.3]]
4. PPCC and Probability Plots [1.3.6.5.4.]

Gallery of Distributions [1.3.6.6.]

1. Normal Distribution [1.3.6.6.1.]
Uniform Distribution [1.3.6.6.2.]
Cauchy Distribution [1.3.6.6.3]

t Distribution [1.3.6.6.4.]

F Distribution [1.3.6.6.5.]

Chi-Square Distribution [1.3.6.6.6.]
Exponential Distribution [1.3.6.6.7.]

Weibull Distribution [1.3.6.6.8.]

Lognormal Distribution [1.3.6.6.9.]

Fatigue Life Distribution [1.3.6.6.10.]

. Gamma Distribution [1.3.6.6.11.]

Double Exponentia Distribution [1.3.6.6.12.]
Power Normal Distribution [1.3.6.6.13.]
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14. Power Lognormal Distribution [1.3.6.6.14.]
15. Tukey-LambdaDistribution [1.3.6.6.15.]
16. Extreme Vaue Type | Distribution [1.3.6.6.16.]
17. BetaDistribution [1.3.6.6.17.]
18. Binomial Distribution [1.3.6.6.18.]
19. Poisson Distribution [1.3.6.6.19.]
7. Tablesfor Probability Distributions [1.3.6.7.]

1. Cumulative Distribution Function of the Standard Normal
Distribution [1.3.6.7.1.]

Upper Critical Values of the Student's-t Distribution [1.3.6.7.2.]
Upper Critical Values of the F Distribution [1.3.6.7.3.]

Critical Values of the Chi-Square Distribution [1.3.6.7.4.]
Critical Values of thet” Distribution [1.3.6.7.5.]

Critical Values of the Normal PPCC Distribution [1.3.6.7.6.]
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4. EDA Case Studies [1.4.]
1. Case Studies Introduction [1.4.1.]
2. Case Studies [1.4.2]
1. Norma Random Numbers [1.4.2.1]
1. Background and Data [1.4.2.1.1]
2. Graphical Output and Interpretation [1.4.2.1.2.]
3. Quantitative Output and Interpretation [1.4.2.1.3.]
4. Work This Example Yourself [1.4.2.1.4.]
2. Uniform Random Numbers [1.4.2.2.]
1. Background and Data [1.4.2.2.1]
2. Graphica Output and Interpretation [1.4.2.2.2.]
3. Quantitative Output and Interpretation [1.4.2.2.3.]
4. Work This Example Yourself [1.4.2.2.4.]
3. Random Walk [1.4.2.3]
1. Background and Data [1.4.2.3.1]
2. Test Underlying Assumptions [1.4.2.3.2.]
3. Develop A Better Model [1.4.2.3.3]
4
5

. Validate New Model [1.4.2.3.4.]
. Work This Example Yourself [1.4.2.3.5]
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Josephson Junction Cryothermometry [1.4.2.4.]

1. Background and Data [1.4.2.4.1]
2. Graphical Output and Interpretation [1.4.2.4.2.]
3. Quantitative Output and Interpretation [1.4.2.4.3.]
4. Work This Example Yourself [1.4.2.4.4]
Beam Deflections [1.4.2.5.]
1. Background and Data [1.4.2.5.1]
2. Test Underlying Assumptions [1.4.2.5.2.]
3. Develop aBetter Model [1.4.2.5.3]
4. Validate New Model [1.4.2.5.4]
5. Work This Example Yourself [1.4.2.5.5.]
Filter Transmittance [1.4.2.6.]
1. Background and Data [1.4.2.6.1.]
2. Graphical Output and Interpretation [1.4.2.6.2.]
3. Quantitative Output and Interpretation [1.4.2.6.3.]
4. Work This Example Yourself [1.4.2.6.4.]
Standard Resistor [1.4.2.7.]
1. Background and Data [1.4.2.7.1]
2. Graphical Output and Interpretation [1.4.2.7.2.]
3. Quantitative Output and Interpretation [1.4.2.7.3.]
4. Work This Example Yourself [1.4.2.7.4.]
Heat Flow Meter 1 [1.4.2.8]
1. Background and Data [1.4.2.8.1]
2. Graphica Output and Interpretation [1.4.2.8.2.]
3. Quantitative Output and Interpretation [1.4.2.8.3.]
4. Work This Example Yourself [1.4.2.8.4.]
Airplane Glass Failure Time [1.4.2.9.]
1. Background and Data [1.4.2.9.1]
Graphica Output and Interpretation [1.4.2.9.2.]
Weibull Analysis [1.4.2.9.3/]
Lognormal Analysis [1.4.2.9.4.]
Gamma Analysis [1.4.2.9.5.]
Power Normal Analysis [1.4.2.9.6.]
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1. Exploratory Data Analysis

1.
8.

Power Lognormal Analysis [1.4.2.9.7.]

Work This Example Yourself [1.4.2.9.8.]

10. Ceramic Strength [1.4.2.10.]

N

6.

Background and Data [1.4.2.10.1.]

Analysis of the Response Variable [1.4.2.10.2.]
Analysis of the Batch Effect [1.4.2.10.3.]
Analysis of the Lab Effect [1.4.2.10.4]
Analysis of Primary Factors [1.4.2.10.5.]
Work This Example Y ourself [1.4.2.10.6.]

3. References For Chapter 1: Exploratory Data Analysis [1.4.3.]
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1. Exploratory Data Analysis

1.1. EDA Introduction

Summary What is exploratory data analysis? How did it begin? How and where
did it originate? How isit differentiated from other data analysis
approaches, such as classical and Bayesian? Is EDA the same as
statistical graphics? What role does statistical graphics play in EDA?Is
statistical graphicsidentical to EDA?

These questions and related questions are dealt with in this section. This
section answers these questions and provides the necessary frame of
reference for EDA assumptions, principles, and techniques.

Table of 1. What is EDA?
Conf[ents for 2. EDA versus Classical and Bayesian
Section 1
1. Models
Focus

Technigues
Rigor

Data Treatment
6. Assumptions

o~ DN

EDA vs Summary

EDA Goals

The Role of Graphics

An EDA/Graphics Example
General Problem Categories

N o o bk~ w
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1. Exploratory Data Analysis
1.1. EDA Introduction

1.1.1.What is EDA?

Approach Exploratory Data Analysis (EDA) is an approach/philosophy for data
analysis that employs a variety of techniques (mostly graphical) to

maximize insight into a data set;
uncover underlying structure;
extract important variables,

detect outliers and anomalies;

test underlying assumptions;

devel op parsimonious models; and
determine optimal factor settings.

No g~ owbdRE

Focus The EDA approach is precisely that--an approach--not a set of
techniques, but an attitude/philosophy about how a data analysis should
be carried out.

Philosophy EDA isnot identical to statistical graphics although the two terms are
used almost interchangeably. Statistical graphicsis a collection of
techniques--all graphically based and all focusing on one data
characterization aspect. EDA encompasses alarger venue; EDA isan
approach to data analysis that postpones the usual assumptions about
what kind of model the data follow with the more direct approach of
allowing the dataitself to reveal its underlying structure and model.
EDA is not amere collection of techniques; EDA is a philosophy asto
how we dissect a data set; what we look for; how we look; and how we
interpret. It istrue that EDA heavily uses the collection of techniques
that we call "statistical graphics’, but it is not identical to statistical
graphics per se.
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1.1.1. What is EDA?

History

Techniques
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The seminal work in EDA is Exploratory Data Analysis, Tukey, (1977).

Over the yearsit has benefitted from other noteworthy publications such
as Data Analysis and Regression, Mosteller and Tukey (1977),

|nteractive Data Analysis, Hoaglin (1977), The ABC's of EDA,
Velleman and Hoaglin (1981) and has gained alarge following as "the"
way to analyze a data set.

Most EDA techniques are graphical in nature with afew quantitative
techniques. The reason for the heavy reliance on graphicsis that by its
very nature the main role of EDA isto open-mindedly explore, and
graphics gives the analysts unparalleled power to do so, enticing the
datato revea its structural secrets, and being always ready to gain some
new, often unsuspected, insight into the data. In combination with the
natural pattern-recognition capabilities that we all possess, graphics
provides, of course, unparalleled power to carry this out.

The particular graphical techniques employed in EDA are often quite
simple, consisting of various techniques of:

1. Plotting the raw data (such as data traces, histograms,
bihistograms, probability plots, lag plots, block plots, and Y ouden
plots.

2. Plotting simple statistics such as mean plots, standard deviation
plots, box plots, and main effects plots of the raw data.

3. Positioning such plots so as to maximize our natural
pattern-recognition abilities, such as using multiple plots per
page.
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1. Exploratory Data Analysis
1.1. EDA Introduction

1.1.2.How Does Exploratory Data Analysis
differ from Classical Data Analysis?

Data EDA isadataanalysis approach. What other data analysis approaches
Analysis exist and how does EDA differ from these other approaches? Three
Approaches popular data analysis approaches are:

1. Classical

2. Exploratory (EDA)

3. Bayesian
Paradigms These three approaches are similar in that they al start with a general

for Analysis  science/engineering problem and al yield science/engineering
Techniques conclusions. The difference is the sequence and focus of the
intermediate steps.

For classical analysis, the sequenceis

Problem => Data => Model => Analysis => Conclusions
For EDA, the sequenceis

Problem => Data => Analysis => Model => Conclusions
For Bayesian, the sequenceis

Problem => Data=> Model => Prior Distribution => Analysis =>
Conclusions
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Further
discussion of
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EDA
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1.1.2. How Does Exploratory Data Analysis differ from Classical Data Analysis?

Thusfor classical analysis, the data collection is followed by the
imposition of amodel (normality, linearity, etc.) and the analysis,
estimation, and testing that follows are focused on the parameters of
that model. For EDA, the data collection is not followed by a model
imposition; rather it is followed immediately by analysis with agoal of
inferring what model would be appropriate. Finally, for aBayesian
analysis, the analyst attempts to incorporate scientific/engineering
knowledge/expertise into the analysis by imposing a data-independent
distribution on the parameters of the selected model; the analysis thus
consists of formally combining both the prior distribution on the
parameters and the collected data to jointly make inferences and/or test
assumptions about the model parameters.

In the real world, data analysts freely mix elements of al of the above
three approaches (and other approaches). The above distinctions were
made to emphasize the mgjor differences among the three approaches.

Focusing on EDA versus classical, these two approaches differ as
follows:

1. Models
Focus

Techniques
Rigor

Data Treatment
Assumptions

L e
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1. Exploratory Data Analysis
1.1. EDA Introduction
1.1.2. How Does Exploratory Data Analysis differ from Classica Data Analysis?

1.1.2.1.Model

Classical The classical approach imposes models (both deterministic and
probabilistic) on the data. Deterministic models include, for example,
regression models and analysis of variance (ANOV A) models. The most
common probabilistic model assumes that the errors about the
deterministic model are normally distributed--this assumption affects the
validity of the ANOVA F tests.

Exploratory  The Exploratory Data Analysis approach does not impose deterministic
or probabilistic models on the data. On the contrary, the EDA approach
allows the data to suggest admissible models that best fit the data.
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1. Exploratory Data Analysis
1.1. EDA Introduction
1.1.2. How Does Exploratory Data Analysis differ from Classica Data Analysis?

1.1.2.2.Focus

Classical The two approaches differ substantially in focus. For classical analysis,
the focus is on the model--estimating parameters of the model and
generating predicted values from the model.

Exploratory  For exploratory data analysis, the focusis on the data--its structure,
outliers, and models suggested by the data.
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1. Exploratory Data Analysis
1.1. EDA Introduction
1.1.2. How Does Exploratory Data Analysis differ from Classica Data Analysis?

1.1.2.3. Techniques

Classical Classical techniques are generally guantitative in nature. They include
ANOVA, t tests, chi-squared tests, and F tests.

Exploratory  EDA techniques are generally graphical. They include scatter plots,
character plots, box plots, histograms, bihistograms, probability plots,
residual plots, and mean plots.
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1. Exploratory Data Analysis
1.1. EDA Introduction
1.1.2. How Does Exploratory Data Analysis differ from Classica Data Analysis?

1.1.2.4.Rigor

Classical Classical techniques serve as the probabilistic foundation of science and
engineering; the most important characteristic of classical techniquesis
that they arerigorous, formal, and "objective".

Exploratory ~ EDA techniques do not share in that rigor or formality. EDA techniques
make up for that lack of rigor by being very suggestive, indicative, and
insightful about what the appropriate model should be.

EDA techniques are subjective and depend on interpretation which may
differ from analyst to analyst, although experienced analysts commonly
arrive at identical conclusions.
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1. Exploratory Data Analysis

1.1. EDA Introduction

1.1.2. How Does Exploratory Data Analysis differ from Classica Data Analysis?

1.1.2.5. Data Treatment

Classical

Exploratory
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Classical estimation techniques have the characteristic of taking all of
the data and mapping the data into afew numbers ("estimates*). Thisis
both a virtue and avice. The virtueis that these few numbers focus on
important characteristics (location, variation, etc.) of the population. The
viceisthat concentrating on these few characteristics can filter out other
characteristics (skewness, tail length, autocorrelation, etc.) of the same
population. In this sense there is aloss of information dueto this
"filtering" process.

The EDA approach, on the other hand, often makes use of (and shows)
all of the available data. In this sense there is no corresponding loss of
information.
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1. Exploratory Data Analysis

1.1. EDA Introduction

1.1.2. How Does Exploratory Data Analysis differ from Classica Data Analysis?

1.1.2.6. Assumptions

Classical

Exploratory
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The "good news" of the classical approach is that tests based on
classical techniques are usually very sensitive--that is, if atrue shiftin
location, say, has occurred, such tests frequently have the power to
detect such a shift and to conclude that such a shift is"statistically
significant”. The "bad news' isthat classical tests depend on underlying
assumptions (e.g., normality), and hence the validity of the test
conclusions becomes dependent on the validity of the underlying
assumptions. Worse yet, the exact underlying assumptions may be
unknown to the analyst, or if known, untested. Thus the validity of the
scientific conclusions becomesintrinsically linked to the validity of the
underlying assumptions. In practice, if such assumptions are unknown
or untested, the validity of the scientific conclusions becomes suspect.

Many EDA techniques make little or no assumptions--they present and
show the data--all of the data--as is, with fewer encumbering
assumptions.
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1. Exploratory Data Analysis

1.1. EDA Introduction

1.1.3.How Does Exploratory Data Analysis
Differ from Summary Analysis?

Summary

Exploratory
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A summary analysisis simply a numeric reduction of ahistorical data
set. It isquite passive. Itsfocusisin the past. Quite commonly, its
purposeisto simply arrive at afew key statistics (for example, mean
and standard deviation) which may then either replace the data set or be
added to the data set in the form of a summary table.

In contrast, EDA has as its broadest goal the desire to gain insight into
the engineering/scientific process behind the data. Whereas summary
statistics are passive and historical, EDA is active and futuristic. In an
attempt to "understand" the process and improveit in the future, EDA
uses the data as a "window" to peer into the heart of the process that
generated the data. Thereis an archival role in the research and
manufacturing world for summary statistics, but there is an enormously
larger role for the EDA approach.
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1.1.4. What are the EDA Goals?
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1. Exploratory Data Analysis

1.1. EDA Introduction

1.1.4.What are the EDA Goals?

Primary and
Secondary
Goals

Insight into
the Data

NIST
SEMATECH

The primary goal of EDA isto maximize the analyst's insight into a data
set and into the underlying structure of a data set, while providing all of
the specific items that an analyst would want to extract from a data set,
such as;

1. agood-fitting, parsimonious model

alist of outliers

a sense of robustness of conclusions

estimates for parameters

uncertainties for those estimates

aranked list of important factors

conclusions as to whether individual factors are statistically
significant

8. optimal settings

N o ok

Insight implies detecting and uncovering underlying structure in the
data. Such underlying structure may not be encapsulated in the list of
items above; such items serve as the specific targets of an analysis, but
thereal insight and "feel” for a data set comes as the analyst judiciously
probes and explores the various subtleties of the data. The "fedl” for the
data comes almost exclusively from the application of various graphical
techniques, the collection of which serves as the window into the
essence of the data. Graphics are irreplaceable--there are no quantitative
analogues that will give the same insight as well-chosen graphics.

To get a"fedl” for the data, it is not enough for the analyst to know what
Isin the data; the analyst also must know what is not in the data, and the
only way to do that isto draw on our own human pattern-recognition
and comparative abilities in the context of a series of judicious graphical
techniques applied to the data.
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1. Exploratory Data Analysis
1.1. EDA Introduction

1.1.5.The Role of Graphics

Quantitative/  Statistics and data analysis procedures can broadly be split into two
Graphical parts:

e Quantitative
o graphical

Quantitative  Quantitative techniques are the set of statistical proceduresthat yield
numeric or tabular output. Examples of quantitative techniques include:

o hypothesis testing

o anaysis of variance

¢ point estimates and confidence intervals

o least squares regression

These and similar techniques are all valuable and are mainstream in
terms of classical analysis.

Graphical On the other hand, there is alarge collection of statistical tools that we
generally refer to as graphical techniques. These include:

« Scatter plots

« histograms
o probability plots

e residua plots

« box plots
« block plots
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1.1.5. The Role of Graphics

EDA
Approach
Relies
Heavily on
Graphical
Techniques

NIST
SEMATECH

The EDA approach relies heavily on these and similar graphical
techniques. Graphical procedures are not just tools that we could use in
an EDA context, they are tools that we must use. Such graphical tools
are the shortest path to gaining insight into a data set in terms of

testing assumptions

model selection

model validation
estimator selection
relationship identification
factor effect determination
outlier detection

If oneis not using statistical graphics, then oneisforfeiting insight into
one or more aspects of the underlying structure of the data.
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1. Exploratory Data Analysis

1.1. EDA Introduction

1.1.6.An EDA/Graphics Example

Anscombe
Example

Data

ummary
Satistics

A simple, classic (Anscombe) example of the central role that graphics

play in terms of providing insight into a data set starts with the
following data set:

X Y
10. 00 8. 04
8. 00 6. 95
13. 00 7.58
9. 00 8. 81
11. 00 8. 33
14. 00 9. 96
6. 00 7. 24
4. 00 4. 26
12. 00 10. 84
7.00 4.82
5.00 5.68

If the goal of the analysisisto compute summary statistics plus
determine the best linear fit for Y as afunction of X, the results might
be given as:

N=11

Mean of X=9.0

Mean of Y=7.5

Intercept = 3

Slope=0.5

Residual standard deviation = 1.237

Correlation = 0.816

The above quantitative analysis, although valuable, gives us only
l[imited insight into the data.
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1.1.6. An EDA/Graphics Example

Scatter Plot In contrast, the following simple scatter plot of the data

11 [
10 ]

4 & 5] T 8 8 1 11 12 13 14

suggests the following:
1. Thedataset "behaveslike' alinear curve with some scatter;

2. thereisno justification for a more complicated model (e.g.,
guadratic);

3. thereare no outliers;

4. the vertical spread of the data appears to be of equal height
irrespective of the X-value; thisindicates that the data are

egually-precise throughout and so a "regular” (that is,
equi-weighted) fit is appropriate.

Thre_:g Thiskind of characterization for the data serves as the core for getting
Additional insight/feel for the data. Such insight/feel does not come from the
Data Sets quantitative statistics; on the contrary, calculations of quantitative

statistics such as intercept and slope should be subsequent to the
characterization and will make sense only if the characterization is
true. To illustrate the loss of information that results when the graphics
insight step is skipped, consider the following three data sets
[Anscombe data sets 2, 3, and 4]:

X2 Y2 X3 Y3 X4 Y4
10. 00 9.14 10. 00 7.46 8. 00 6. 58

8. 00 8.14 8. 00 6. 77 8. 00 5.76
13. 00 8.74 13.00 12.74 8. 00 7.71

http://www.itl.nist.gov/div898/handbook/eda/sectionl/edal6.htm (2 of 5) [11/13/2003 5:31:39 PM]


http://www.itl.nist.gov/div898/handbook/eda/section3/scatterp.htm

1.1.6. An EDA/Graphics Example

Quantitative
Satistics for
Data Set 2

Quantitative
Satistics for
Data Sets 3
and 4

9.00 8.77 9.00 7.11 8. 00 8. 84
11. 00 9. 26 11. 00 7.81 8. 00 8. 47
14. 00 8.10 14. 00 8. 84 8. 00 7.04

6. 00 6. 13 6. 00 6. 08 8. 00 5.25

4. 00 3.10 4. 00 5. 39 19.00 12.50
12. 00 9.13 12. 00 8. 15 8. 00 5. 56

7.00 7.26 7.00 6.42 8. 00 7.91

5.00 4.74 5.00 5.73 8. 00 6. 89

A quantitative analysis on data set 2 yields
N=11
Mean of X=9.0
Meanof Y=7.5
Intercept = 3
Slope=0.5
Residual standard deviation = 1.237
Correlation = 0.816

which isidentical to the analysis for data set 1. One might naively
assume that the two data sets are "equivalent” since that is what the
statistics tell us; but what do the statistics not tell us?

Remarkably, a quantitative analysis on data sets 3 and 4 also yields
N=11
Mean of X=9.0
Meanof Y=7.5
Intercept = 3
Slope=0.5
Residual standard deviation = 1.236
Correlation = 0.816 (0.817 for data set 4)

which implies that in some quantitative sense, all four of the data sets
are"equivalent". In fact, the four data sets are far from "equivalent"
and a scatter plot of each data set, which would be step 1 of any EDA
approach, would tell us that immediately.
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Scatter Plots

I nterpretation
of Scatter
Plots

Importance
of
Exploratory
Analysis
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Conclusions from the scatter plots are:
1. dataset 1isclearly linear with some scatter.
2. dataset 2 isclearly quadratic.
3. dataset 3 clearly has an outlier.
4.

data set 4 isobviously the victim of a poor experimental design
with asingle point far removed from the bulk of the data
"wagging the dog".

These points are exactly the substance that provide and define "insight"”
and "feel" for adata set. They are the goals and the fruits of an open
exploratory data analysis (EDA) approach to the data. Quantitative
statistics are not wrong per se, but they are incomplete. They are
incompl ete because they are numeric summaries which in the
summarization operation do a good job of focusing on a particular
aspect of the data (e.g., location, intercept, slope, degree of relatedness,
etc.) by judiciously reducing the data to afew numbers. Doing so also
filter sthe data, necessarily omitting and screening out other sometimes
crucia information in the focusing operation. Quantitative statistics
focus but also filter; and filtering is exactly what makes the
guantitative approach incomplete at best and misleading at worst.

The estimated intercepts (= 3) and slopes (= 0.5) for data sets 2, 3, and
4 are misleading because the estimation is done in the context of an
assumed linear model and that linearity assumption isthe fatal flaw in
thisanalysis.
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The EDA approach of deliberately postponing the model selection until
further along in the analysis has many rewards, not the least of whichis
the ultimate convergence to a much-improved model and the
formulation of valid and supportable scientific and engineering
conclusions.
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1. Exploratory Data Analysis
1.1. EDA Introduction

1.1.7.General Problem Categories

Problem The following table is a convenient way to classify EDA problems.
Classification
g:&"gg&tril UNIVARIATE CONTROL
Data Data:
A single column of A single column of
numbers, Y. numbers, Y.
Model: Model:
y = constant + error y = constant + error
Output: Output:

1. A number (the estimated
constant in the model).

2. An estimate of uncertainty
for the constant.

3. An estimate of the
distribution for the error.

Techniques:
« 4-Plot
« Probability Plot
« PPCC Plot

A "yes' or "no" to the
guestion "Is the system
out of control?'.

Techniques:
o Control Charts
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1.1.7. General Problem Categories

Comparative
and
Screening

Optimization
and
Regression

COMPARATIVE

Data:

A single response variable
and k independent
VarlableS(Y, Xl’ X2, ey
Xi), primary focusison
one (the primary factor) of

these independent
variables.

Model:
y =f(Xq, Xp, ..., %) + €rror
Output:

A "yes' or "no" to the
guestion "Is the primary
factor significant?".

SCREENING

Data:

A single response variable
and k independent
VarlableS(Y, Xl’ Xz, ey

Xi)-
Model:

y = f(Xq, Xo, ..., Xi) + €rror
Output:

1. A ranked list (from most
important to least
important) of factors.

2. Best settingsfor the
factors.

3. A good model/prediction

Techniques: equation relating Y to the
o Block Plot factors.
« Scatter Plot Techniques:
o Probability Plot
« Bihistogram
OPTIMIZATION REGRESSION
Data: Data:

A single response variable
and k independent
Var|ab|eS(Y, Xl’ X2, ver

Xi)-
Model:

y =f(Xq, Xo, ..., X ) + €error
Output:

Best settings for the factor
variables,

Techniques:
» Block Plot

A single response variable
and k independent
VarlableS(Y, Xl’ Xz, ey
Xi)- The independent

variables can be
continuous.

Model:
y = f(Xq, Xp, ..., Xi) + €rror
Output:

A good model/prediction
eguation relating Y to the
factors.
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1.1.7. General Problem Categories

Time Series
and
Multivariate

o Least Squares Fitting
« Contour Plot

Techniques:
» Least Squares Fitting
» Scatter Plot
- 6-Plot

TIME SERIES

Data:

A column of time
dependent numbers, Y.
In addition, timeisan
indpendent variable.
The time variable can
be either explicit or
implied. If the data are
not equi-spaced, the
time variable should be
explicitly provided.
Model:
y; = f(t) + error
The model can be either
atime domain based or
frequency domain
based.
Output:

A good
model/prediction
eguation relating Y to
previous values of Y.

Techniques:
o Autocorrelation Plot

. &ectrum

« Complex Demodulation
Amplitude Plot

o« Complex Demodulation
Phase Plot

« ARIMA Models

MULTIVARIATE

Data:
k factor variables (Xq, Xy, ...,
Xi).
Model:
The modeél is not explicit.
Output:

|dentify underlying
correlation structure in the
data.

Techniques:
o Star Plot

o Scatter Plot Matrix
« Conditioning Plot

o Profile Plot
e Principa Components

o Clustering
o Discrimination/Classification

Note that multivarate analysisis
only covered lightly in this
Handbook.
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1. Exploratory Data Analysis

1.2.EDA Assumptions

Summary The gamut of scientific and engineering experimentation is virtually
limitless. In this sea of diversity isthere any common basis that alows
the analyst to systematically and validly arrive at supportable, repeatable
research conclusions?

Fortunately, thereis such abasisand it isrooted in the fact that every
measurement process, however complicated, has certain underlying
assumptions. This section deals with what those assumptions are, why
they are important, how to go about testing them, and what the
consequences are if the assumptions do not hold.

Table of 1. Underlying Assumptions

Contents for
2. Importance

Section 2 _pi _
3. Testing Assumptions
4. Importance of Plots
5. Consequences

MNIST : .
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1. Exploratory Data Analysis

1.2. EDA Assumptions

1.2.1.Underlying Assumptions

Assumptions
Underlying a
Measurement
Process

Univariate or
Sngle
Response
Variable

Assumptions
for Univariate
Model

Extrapolation
to a Function
of Many
Variables

There are four assumptions that typically underlie all measurement
processes, namely, that the data from the process at hand "behave
like":

1. random drawings;

2. from afixed distribution;

3. with the distribution having fixed location; and

4. with the distribution having fixed variation.

The "fixed location” referred to in item 3 above differsfor different
problem types. The simplest problem type is univariate; that is, a
single variable. For the univariate problem, the general model

response = deterministic component + random component
becomes
response = constant + error

For this case, the "fixed location” is simply the unknown constant. We
can thus imagine the process at hand to be operating under constant
conditions that produce a single column of data with the properties
that

« the dataare uncorrelated with one another;

« therandom component has afixed distribution;

« the deterministic component consists of only a constant; and
« therandom component has fixed variation.

The universal power and importance of the univariate model is that it
can easily be extended to the more general case where the
deterministic component is not just a constant, but isin fact afunction
of many variables, and the engineering objective is to characterize and

model the function.
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1.2.1. Underlying Assumptions

Residuals Will
Behave
According to
Univariate
Assumptions

Validation of
Model
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The key point isthat regardless of how many factors there are, and
regardliess of how complicated the function is, if the engineer succeeds
in choosing a good model, then the differences (residuals) between the
raw response data and the predicted values from the fitted model
should themselves behave like a univariate process. Furthermore, the
residuals from this univariate process fit will behave like:

« random drawings,

o from afixed distribution;

« with fixed location (namely, O in this case); and
« with fixed variation.

Thusif the residuals from the fitted model do in fact behave like the
ideal, then testing of underlying assumptions becomes atool for the
validation and quality of fit of the chosen model. On the other hand, if
the residuals from the chosen fitted model violate one or more of the
above univariate assumptions, then the chosen fitted model is
inadequate and an opportunity exists for arriving at an improved
mode!.
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1. Exploratory Data Analysis

1.2. EDA Assumptions

1.2.2.Importance

Predictability
and
Satistical
Control

Validity of
Engineering
Conclusions
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Predictability is an al-important goal in science and engineering. If the
four underlying assumptions hold, then we have achieved probabilistic
predictability--the ability to make probability statements not only
about the process in the past, but also about the process in the future.

In short, such processes are said to be "in statistical control”.

Moreover, if the four assumptions are valid, then the processis
amenabl e to the generation of valid scientific and engineering
conclusions. If the four assumptions are not valid, then the processis
drifting (with respect to location, variation, or distribution),
unpredictable, and out of control. A simple characterization of such
processes by alocation estimate, a variation estimate, or adistribution
"estimate" inevitably leads to engineering conclusions that are not
valid, are not supportable (scientifically or legally), and which are not
repeatable in the laboratory.
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1. Exploratory Data Analysis
1.2. EDA Assumptions

1.2.3. Techniques for Testing Assumptions

Testing Because the validity of the final scientific/engineering conclusions
Underlying isinextricably linked to the validity of the underlying univariate
Assumptions assumptions, it naturally follows that there is areal necessity that
Helps Assurethe  each and every one of the above four assumptions be routinely
Validity of tested.

Sientific and

Engineering

Conclusions

Four Techniques  Thefollowing EDA techniques are simple, efficient, and powerful

to Test for the routine testing of underlying assumptions:
Underlying 1. run sequence plot (Y; versusi)
Assumptions

2. lag plot (Y, versus;_,)
3. histogram (counts versus subgroups of Y)
4. normal probability plot (ordered Y versus theoretical ordered

Y)
PlotonaSngle  Thefour EDA plots can be juxtaposed for aquick look at the
Page for a characteristics of the data. The plots below are ordered as follows:
Quick 1. Run sequence plot - upper |eft

Characterization

of the Data 2. Lag plot - upper right

3. Histogram - lower left
4. Normal probability plot - lower right
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1.2.3. Techniques for Testing Assumptions

Sample Plot: Normal Random Numbers: 4-Plot
Assumptions 3 . 3 x
il b 2
Hold 21 | | oy f 2 o, oz
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=10 -5 a & 1d -3 -2 4 a4 A 2 i |
— HISTOGRAMY MNORMAL PROBABILITY PLOTY

This 4-plot reveals a process that has fixed location, fixed variation,

Is random, apparently has afixed approximately normal
distribution, and has no outliers.

Sample Plot: If one or more of the four underlying assumptions do not hold, then
AssumptionsDo it will show up in the various plots as demonstrated in the following
Not Hold example.

Beam Deflections: 4-Plot
100 | aga x
| x
| || | ; | ‘;l *
A P .
=150 || =150
b r’! il Pﬂ' |
-500 -500 R
a 100 200 500 150 300
RUNSEQUENCE PLOT ¥ LAG PLOTY
a0 aga
I.I--.
F
F
20 : -150 I
I."
Hll‘
A
0 E— -600 | —
-2000 a 2000 -3 a 3
_ HISTOGRAMY NORMAL PROBABILITY PLOTY
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1.2.3. Techniques for Testing Assumptions

This 4-plot reveals a process that has fixed location, fixed variation,

Is non-random (oscillatory), has a non-normal, U-shaped
distribution, and has several outliers.
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1. Exploratory Data Analysis

1.2. EDA Assumptions

1.2.4.Interpretation of 4-Plot

Inter pretation
of EDA Plots:
Flat and
Equi-Banded,
Random,
Bell-Shaped,
and Linear

Plots Utilized
to Test the
Assumptions

The four EDA plots discussed on the previous page are used to test the

underlying assumptions:

1.

Fixed L ocation:

If the fixed location assumption holds, then the run sequence
plot will be flat and non-drifting.

Fixed Variation:

If the fixed variation assumption holds, then the vertical spread
in the run sequence plot will be the approximately the same over
the entire horizontal axis.

Randomness:
If the randomness assumption holds, then the lag plot will be
structureless and random.

Fixed Distribution:
If the fixed distribution assumption holds, in particular if the
fixed normal distribution holds, then

1. the histogram will be bell-shaped, and
2. the normal probability plot will be linear.

Conversely, the underlying assumptions are tested using the EDA

plots:

Run Sequence Plot:

If the run sequence plot isflat and non-drifting, the
fixed-location assumption holds. If the run sequence plot has a
vertical spread that is about the same over the entire plot, then
the fixed-variation assumption holds.

Lag Plot:

If the lag plot is structureless, then the randomness assumption
holds.

Histogram:

If the histogram is bell-shaped, the underlying distribution is
symmetric and perhaps approximately normal.

Normal Probability Plot:
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1.2.4. Interpretation of 4-Plot

If the normal probability plot islinear, the underlying
distribution is approximately normal.

If al four of the assumptions hold, then the processis said
definitionally to be "in statistical control.
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1.2.5.Consequences

What If
Assumptions

Do Not Hold?

Primary Goal
is Correct and

Valid
cientific
Conclusions

Consequences

of Invalid
Assumptions
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If some of the underlying assumptions do not hold, what can be done
about it? What corrective actions can be taken? The positive way of
approaching thisisto view the testing of underlying assumptions as a
framework for learning about the process. Assumption-testing
promotes insight into important aspects of the process that may not
have surfaced otherwise.

The primary goal isto have correct, validated, and complete
scientific/engineering conclusions flowing from the analysis. This
usually includes intermediate goals such as the derivation of a
good-fitting model and the computation of realistic parameter
estimates. It should always include the ultimate goal of an
understanding and a "feel" for "what makes the processtick". Thereis
no more powerful catalyst for discovery than the bringing together of
an experienced/expert scientist/engineer and a data set ripe with
intriguing "anomalies" and characteristics.

The following sections discuss in more detail the consequences of
invalid assumptions.

1. Consequences of hon-randomness

2. Consequences of non-fixed location parameter
3. Consequences of non-fixed variation
4. Conseguences related to distributional assumptions
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1.2.5. Consequences

1.2.5.1.Consequences of Non-Randomness

Randomness There are four underlying assumptions:
Assumption 1. randomness;
2. fixed location;
3. fixed variation; and
4. fixed distribution.
The randomness assumption is the most critical but the least tested.

Consequeces of If the randomness assumption does not hold, then
Non-Randomness 1. All of the usual statistical tests areinvalid.

2. The calculated uncertainties for commonly used statistics
become meaningless.

3. The calculated minimal sample size required for a
pre-specified tolerance becomes meaningless.

4. The simple model: y = constant + error becomes invalid.

5. The parameter estimates become suspect and
non-supportable.

Non-Randomness  One specific and common type of non-randomnessis
Dueto autocorrelation. Autocorrelation is the correlation between Y; and

Autocorrelation Y,k Where k is an integer that defines the lag for the

autocorrelation. That is, autocorrelation is a time dependent
non-randomness. This means that the value of the current point is
highly dependent on the previous point if k=1 (or k pointsago if k
isnot 1). Autocorrelation istypically detected viaan
autocorrelation plot or alag plot.

If the data are not random due to autocorrel ation, then
1. Adjacent data values may be related.

2. There may not be n independent snapshots of the
phenomenon under study.
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1.2.5.1. Consequences of Non-Randomness
3. There may be undetected "junk"-outliers.
4. There may be undetected "information-rich"-outliers.
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1.2.5.2.Consequences of Non-Fixed

Location
Estimate

Consequences
of Non-Fixed
Location
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Location Parameter

The usual estimate of location is the mean

_ 1
=53
Ni:l
from N measurements Yy, Yo, ..., YN

If the run sequence plot does not support the assumption of fixed
location, then

1. Thelocation may be drifting.

2. The single location estimate may be meaningless (if the process
is drifting).

3. The choice of location estimator (e.g., the sample mean) may be
sub-optimal.

4. Theusua formulafor the uncertainty of the mean:

1 N

Y (v —Y)2

YNV -1 \NE

may be invalid and the numerical value optimistically small.
5. The location estimate may be poor.
6. The location estimate may be biased.

2(Y) =
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Variation Parameter

The usual estimate of variation is the standard deviation

1 ')

(N —1) \i=1

from N measurements Yy, Yo, ..., YN

If the run sequence plot does not support the assumption of fixed
variation, then

1. Thevariation may be drifting.

2. Thesingle variation estimate may be meaningless (if the process
variation is drifting).

3. The variation estimate may be poor.

4. The variation estimate may be biased.

[HOME [TOOLS & AIDS [SEARCH [BACK MNEXT]

http://www.itl.nist.gov/div898/handbook/eda/section2/eda253.htm [11/13/2003 5:31:54 PM]


http://www.itl.nist.gov/div898/handbook/search.htm
http://www.itl.nist.gov/div898/handbook/toolaids.htm
http://www.itl.nist.gov/div898/handbook/index.htm
http://www.itl.nist.gov/div898/handbook/search.htm
http://www.itl.nist.gov/div898/handbook/toolaids.htm
http://www.itl.nist.gov/div898/handbook/index.htm
http://www.nist.gov/cgi-bin/exit_nist.cgi?url=http://www.sematech.org
http://www.nist.gov/

1.2.5.4. Consequences Related to Distributional Assumptions
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1.2.5.4.Consequences Related to

Distributional
Analysis

Case Sudies

Distribution

Distributional Assumptions

Scientists and engineers routinely use the mean (average) to estimate
the "middle" of adistribution. It is not so well known that the
variability and the noisiness of the mean as alocation estimator are
intrinsically linked with the underlying distribution of the data. For
certain distributions, the mean is a poor choice. For any given
distribution, there exists an optimal choice-- that is, the estimator
with minimum variability/noisiness. This optimal choice may be, for
example, the median, the midrange, the midmean, the mean, or
something else. The implication of thisisto "estimate” the
distribution first, and then--based on the distribution--choose the

optimal estimator. The resulting engineering parameter estimators
will have less variability than if this approach is not followed.

The airplane glass failure case study gives an example of determining
an appropriate distribution and estimating the parameters of that
distribution. The uniform random numbers case study gives an
example of determining a more appropriate centrality parameter for a
non-normal distribution.

Other consequences that flow from problems with distributional
assumptions are:

1. Thedistribution may be changing.

2. Thesingle distribution estimate may be meaningless (if the
process distribution is changing).

3. Thedistribution may be markedly non-normal.
The distribution may be unknown.

5. Thetrue probability distribution for the error may remain
unknown.

>
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1.2.5.4. Consequences Related to Distributional Assumptions

Model 1.

Process 1.

NIST
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The model may be changing.
The single model estimate may be meaningless.
The default model
Y = constant + error
may be invalid.

If the default model is insufficient, information about a better
model may remain undetected.

A poor deterministic model may be fit.
Information about an improved model may go undetected.

The process may be out-of-control.
The process may be unpredictable.
The process may be un-modelable.
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1. Exploratory Data Analysis

1.3.EDA Techniques

Summary After you have collected a set of data, how do you do an exploratory
data analysis? What techniques do you employ? What do the various
techniques focus on? What conclusions can you expect to reach?

This section provides answers to these kinds of questionsviaagallery
of EDA techniques and a detailed description of each technique. The
techniques are divided into graphical and quantitative techniques. For
exploratory data analysis, the emphasisis primarily on the graphical

techniques.
Table of 1. Introduction
Contents for 2. Analysis Questions
Section 3 _ _ _
3. Graphical Techniques: Alphabetical
4. Graphica Techniques: By Problem Category
5. Quantitative Techniques: Alphabetical
6. Probability Distributions
NIST . .
SEMATECH [HOME [TOOLS & AIDS [SEARCH [BACK MNEXT]|
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1.3.1.Introduction

Graphical
and
Quantitative
Techniques

Use of
Techniques
Shown in
Case Studies

Availability
in Software
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This section describes many techniques that are commonly used in
exploratory and classical dataanalysis. Thislist is by no means meant
to be exhaustive. Additional techniques (both graphical and
quantitative) are discussed in the other chapters. Specifically, the
product comparisons chapter has a much more detailed description of

many classical statistical techniques.

EDA emphasizes graphical techniques while classical techniques
emphasi ze quantitative techniques. In practice, an analyst typically
uses a mixture of graphical and quantitative techniques. In this section,
we have divided the descriptions into graphical and quantitative
techniques. Thisisfor organizational clarity and is not meant to
discourage the use of both graphical and quantitiative techniques when
analyzing data.

This section emphasi zes the technigques themsel ves; how the graph or
test is defined, published references, and sample output. The use of the
techniques to answer engineering questions is demonstrated in the case

studies section. The case studies do not demonstrate all of the
techniques.

The sample plots and output in this section were generated with the
Datapl ot software program. Other general purpose statistical data
analysis programs can generate most of the plots, intervals, and tests
discussed here, or macros can be written to acheive the same resullt.
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1. Exploratory Data Analysis

1.3. EDA Techniques

1.3.2. Analysis Questions

EDA
Questions

Analyst
Should

| dentify
Relevant
Questions
for his
Engineering
Problem

Some common questions that exploratory data analysisis used to
answer are:

1. What isatypical value?

What is the uncertainty for atypical value?

What is agood distributional fit for a set of numbers?
What is a percentile?

Does an engineering modification have an effect?

Does afactor have an effect?

What are the most important factors?

Are measurements coming from different |aboratories equivalent?

What is the best function for relating a response variable to a set
of factor variables?

10. What are the best settings for factors?
11. Can we separate signal from noise in time dependent data?

© o N o ok~ WD

12. Can we extract any structure from multivariate data?

13. Doesthe data have outliers?

A critical early step in any analysisisto identify (for the engineering
problem at hand) which of the above questions are relevant. That is, we
need to identify which questions we want answered and which questions
have no bearing on the problem at hand. After collecting such a set of
guestions, an equally important step, which is invaluable for maintaining
focus, isto prioritize those questions in decreasing order of importance.
EDA techniques are tied in with each of the questions. There are some
EDA techniques (e.g., the scatter plot) that are broad-brushed and apply
almost universally. On the other hand, there are alarge number of EDA
techniques that are specific and whose specificity istied in with one of
the above questions. Clearly if one chooses not to explicitly identify
relevant questions, then one cannot take advantage of these
question-specific EDA technqiues.
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1.3.2. Analysis Questions

EDA Most of these questions can be addressed by techniques discussed in this
Approach chapter. The process modeling and process improvement chapters also
Emphasizes  address many of the questions above. These questions are a so relevant
Graphics for the classical approach to statistics. What distinguishes the EDA

approach is an emphasis on graphical techniquesto gaininsight as
opposed to the classical approach of quantitative tests. Most data
analysts will use amix of graphical and classical quantitative techniques
to address these problems.
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1.3.3. Graphical Techniques: Alphabetic
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1. Exploratory Data Analysis
1.3. EDA Techniques

1.3.3.Graphical Techniques: Alphabetic

This section provides a gallery of some useful graphical techniques. The
techniques are ordered alphabetically, so this section is not intended to
be read in a sequential fashion. The use of most of these graphical
techniques is demonstrated in the case studies in this chapter. A few of

these graphical techniques are demonstrated in later chapters.

e
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Autocorrelation Bihistogram: Block Plot: 1.3.3.3 Bootstrap Plot:
Plot: 1.3.3.1 1.3.3.2 1.3.34

| (LS |
A

T

= o E.‘ff‘.‘f%]!]“ff.‘.

Box-Cox Linearity Box-Cox Box Plot: 1.3.3.7 Complex
Plot: 1.3.3.5 Normality Plot: Demodulation
1.3.3.6 Amplitude Plot:
1.3.3.8

NS/

Complex Contour Plot: DEX Scatter Plot: DEX Mean Plot:
Demodulation 1.3.3.10 1.3.3.11 1.3.3.12

Phase Plot: 1.3.3.9
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1.3.3.1. Autocorrelation Plot
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1.3.3.1. Autocorrelation Plot

Purpose: Autocorrelation plots (Box and Jenkins, pp. 28-32) area
Check commonly-used tool for checking randomnessin a data set. This
Randomness randomness is ascertained by computing autocorrelations for data

values at varying time lags. If random, such autocorrelations should
be near zero for any and all time-lag separations. If non-random,
then one or more of the autocorrelations will be significantly
non-zero.

In addition, autocorrelation plots are used in the model identification
stage for Box-Jenkins autoregressive, moving average time series
models.

Sample Plot:
Autocorrelations Autocorrelation Plot
should be 1-
near-zero for
randomness.
Such is not the
casein this
example and
thus the
randomness
assumption fails

=
in
I

Aulocarrelation
=
|

&
in
I

FLICKER .DAT

This sample autocorrel ation plot shows that the time seriesis not
random, but rather has a high degree of autocorrelation between
adjacent and near-adjacent observations.
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1.3.3.1. Autocorrelation Plot

Definition: Autocorrelation plots are formed by
r(h) versush « Vertica axis; Autocorrelation coefficient
Ry, =Ch/Ch
where C;, is the autocovariance function
N—h ~ _
Cu=(1/N) > (Y=Y )(Yua—Y)
=1

and Cg is the variance function

_ Echl (YE — Y:‘E
N
Note--Ry, is between -1 and +1.

Co

o Horizontal axis: Timelagh(h=1, 2,3, ...)

« The above line aso contains several horizontal reference
lines. The middle lineis at zero. The other four lines are 95%
and 99% confidence bands. Note that there are two distinct
formulas for generating the confidence bands.

1. If the autocorrelation plot is being used to test for
randomness (i.e., there is no time dependence in the
data), the following formulais recommended:

:Izzl—;xfz

VN

where N is the sample size, zis the percent point
function of the standard normal distribution and ¢x is
the. significance level. In this case, the confidence
bands have fixed width that depends on the sample
size. Thisisthe formulathat was used to generate the
confidence bands in the above plot.

2. Autocorrelation plots are also used in the model
identification stage for fitting ARIMA models. In this
case, amoving average mode is assumed for the data
and the following confidence bands should be
generated:

1 %
+2)_njo E(l +2> " y2)

i=l

where k isthe lag, N isthe sample size, zisthe percent
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1.3.3.1. Autocorrelation Plot

point function of the standard normal distribution and
o 1S the significance level. In this case, the confidence
bands increase as the lag increases.

Questions The autocorrelation plot can provide answers to the following
guestions:

1. Arethe datarandom?
2. Isan observation related to an adjacent observation?

3. Isan observation related to an observation twice-removed?
(etc.)

4. |sthe observed time series white noise?
5. Isthe observed time series sinusoidal ?
6. Isthe observed time series autoregressive?
7. What is an appropriate model for the observed time series?
8. Isthe model
Y = constant + error

valid and sufficient?
9. Istheformulagy — ,-gjw‘N valid?

| mportance: Randomness (along with fixed model, fixed variation, and fixed
Ensure validity distribution) is one of the four assumptions that typically underlie all
of engineering measurement processes. The randomness assumption is critically
conclusions important for the following three reasons.

1. Most standard statistical tests depend on randomness. The
validity of the test conclusionsisdirectly linked to the
validity of the randomness assumption.

2. Many commonly-used statistical formulae depend on the
randomness assumption, the most common formula being the
formulafor determining the standard deviation of the sample
mean:

sy = 8/VN

where & is the standard deviation of the data. Although
heavily used, the results from using this formula are of no
value unless the randomness assumption holds.

3. For univariate data, the default model is
Y = constant + error
If the data are not random, this model isincorrect and invalid,

and the estimates for the parameters (such as the constant)
become nonsensical and invalid.
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In short, if the analyst does not check for randomness, then the
validity of many of the statistical conclusions becomes suspect. The
autocorrelation plot is an excellent way of checking for such
randomness.

Examples Examples of the autocorrelation plot for several common situations
are given in the following pages.

1. Random (= White Noise)

2. Weak autocorrelation

3. Strong autocorrelation and autoregressive model
4. Sinusoidal model

Related Partial Autocorrelation Plot
Techniques Lag Plot

Spectral Plot
Seasonal Subseries Plot

Case Study The autocorrelation plot is demonstrated in the beam deflection data
case study.

Software Autocorrelation plots are available in most general purpose
statistical software programs including Dataplot.
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1.3.3.1.1. Autocorrelation Plot: Random Data
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Autocorrelation
Plot

Conclusions

Data
The following is a sample autocorrelation plot.
AUTOCORRELATION PLOT
1
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We can make the following conclusions from this plot.
1. There are no significant autocorrelations.
2. The dataare random.
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1.3.3.1.1. Autocorrelation Plot: Random Data

Discussion Note that with the exception of lag O, which isaways 1 by
definition, amost al of the autocorrelations fall within the 95%
confidence limits. In addition, there is no apparent pattern (such as
the first twenty-five being positive and the second twenty-five being
negative). Thisis the abscence of a pattern we expect to seeif the
dataarein fact random.

A few lags dlightly outside the 95% and 99% confidence limits do
not neccessarily indicate non-randomness. For a 95% confidence
interval, we might expect about one out of twenty lags to be
statistically significant due to random fluctuations.

Thereis no associative ability to infer from a current value Y; asto
what the next value Y;, will be. Such non-association is the essense

of randomness. In short, adjacent observations do not “co-relate”, so
we call thisthe "no autocorrelation” case.
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1.3.3.1.2. Autocorrelation Plot: Moderate Autocorrelation
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Autocorrelation  The following is a sample autocorrelation plot.

Plot
AUTOCORRELATION PLOT
1
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g
5
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B
I
0.5 7
-1
T I T I T I T 1 T
a &0 100 150 204 250
Lag
FLICKER.DAT
Conclusions We can make the following conclusions from this plot.
1. The data come from an underlying autoregressive model with
moderate positive autocorrelation.
Discussion The plot starts with a moderately high autocorrelation at lag 1

(approximately 0.75) that gradually decreases. The decreasing
autocorrelation is generally linear, but with significant noise. Such a
pattern is the autocorrelation plot signature of "moderate
autocorrelation”, which in turn provides moderate predictability if
modeled properly.
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1.3.3.1.2. Autocorrelation Plot: Moderate Autocorrelation

Recommended The next step would be to estimate the parameters for the
Next Sep autoregressive model:

Yi=Ag+ A Y + B
Such estimation can be performed by using least squares linear
ression or by fitting a Box-Jenkins autoregressive (AR) model.

The randomness assumption for least squares fitting applies to the
residuals of the model. That is, even though the original data exhibit
randomness, the residuals after fitting Y; against Y;_q should result in
random residuals. Assessing whether or not the proposed model in

fact sufficiently removed the randomnessis discussed in detail in the
Process Modeling chapter.

Theresidua standard deviation for this autoregressive model will be
much smaller than the residual standard deviation for the default
model

Y= A+ B
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1.3.3.1.3. Autocorrelation Plot: Strong Autocorrelation and Autoregressive Model
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1. Exploratory Data Analysis

1.3. EDA Techniques

1.3.3. Graphical Techniques: Alphabetic
1.3.3.1. Autocorrelation Plot

1.3.3.1.3. Autocorrelation Plot: Strong
Autocorrelation and
Autoregressive Model

Autocorrelation  Thefollowing is a sample autocorrelation plot.
Plot for Srong

Autocorrelation AUTOCORRELATION PLOT
1
E (i IS
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A S S5 e
b ﬂ :::::::::::::::::::::::::::::::::::::::::::::::::::::::. III
g
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-1
T ¥ L 1 T I T I T I ) 1 T I T I T I
g 125 28 3I7AH RO EB25 ThH A&7.E 100 1125 125
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Conclusions We can make the following conclusions from the above plot.

1. The data come from an underlying autoregressive model with
strong positive autocorrel ation.
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1.3.3.1.3. Autocorrelation Plot: Strong Autocorrelation and Autoregressive Model

Discussion The plot starts with a high autocorrelation at lag 1 (only slightly less
than 1) that slowly declines. It continues decreasing until it becomes
negative and starts showing an incresing negative autocorrelation.
The decreasing autocorrelation is generally linear with little noise.
Such a pattern is the autocorrelation plot signature of "strong
autocorrelation”, which in turn provides high predictability if
modeled properly.

Recommended The next step would be to estimate the parameters for the
Next Step autoregressive model:

Yi=Ag+ A Y, + By
Such estimation can be performed by using least squares linear
regression or by fitting a Box-Jenkins autoregressive (AR) mode!.

The randomness assumption for least squares fitting applies to the
residuals of the model. That is, even though the original data exhibit
randomness, the residuals after fitting Y; against Y;_; should result in

random residuals. Assessing whether or not the proposed model in
fact sufficiently removed the randomnessis discussed in detail in the
Process Modeling chapter.

The residual standard deviation for this autoregressive model will be
much smaller than the residual standard deviation for the default
model

Y, = A + B
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1.3.3.1.4. Autocorrelation Plot: Sinusoidal Model
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1. Exploratory Data Analysis

1.3. EDA Techniques

1.3.3. Graphical Techniques: Alphabetic
1.3.3.1. Autocorrelation Plot

1.3.3.1.4. Autocorrelation Plot: Sinusoidal
Model

Autocorrelation  The following is a sample autocorrelation plot.
Plot for

Snusoidal AUTOCORRELATION PLOT
Model -
5 0.5
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ﬁ | | i ‘
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| ] 1 ! | f | ! I
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Conclusions We can make the following conclusions from the above plot.

1. The data come from an underlying sinusoidal model.

Discussion The plot exhibits an aternating sequence of positive and negative
spikes. These spikes are not decaying to zero. Such a pattern is the
autocorrelation plot signature of a sinusoidal model.

Recommended The beam deflection case study gives an example of modeling a
Next Step sinusoidal model.
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1.3.3.1.4. Autocorrelation Plot: Sinusoidal Model
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1.3.3.2. Bihistogram
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1. Exploratory Data Analysis
1.3. EDA Techniques
1.3.3. Graphical Technigues: Alphabetic

1.3.3.2.Bihistogram

Purpose: The bihistogram is an EDA tool for assessing whether a
Check for a before-versus-after engineering modification has caused a change in

change in « location;

location, -
variation, or « vanation; or
distribution « distribution.
It isagraphical alternative to the two-sample t-test. The bihistogram
can be more powerful than the t-test in that all of the distributional
features (location, scale, skewness, outliers) are evident on asingle plot.
It is also based on the common and well-understood histogram.
Sample Plot:
This Bihistogram
bihistogram 50~ batch 1
reveals that 40 T
thereisa 30
significant 20 -
differencein 10 {7l
ceramic 2 o - = 5
breaking g 10 (|
strength 20 7] i
between 30
batch 1 ~40 7 H
(above) and -5 ] —
batch 2 0] batch?2
(beIOW) vt
200 300 400 500 600 700 800 900 10001100
Ceramic Strength
JAHAKNME DAT

From the above bihistogram, we can see that batch 1 is centered at a
ceramic strength value of approximately 725 while batch 2 is centered
at aceramic strength value of approximately 625. That indicates that
these batches are displaced by about 100 strength units. Thus the batch
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1.3.3.2. Bihistogram

Definition:
Two
adjoined
histograms

Questions

I mportance:
Checks 3 out
of the 4
underlying
assumptions
of a

measur ement
process

factor has a significant effect on the location (typical value) for strength
and hence batch is said to be "significant” or to "have an effect". We
thus see graphically and convincingly what at-test or analysis of

variance would indicate quantitatively.

With respect to variation, note that the spread (variation) of the
above-axis batch 1 histogram does not appear to be that much different
from the bel ow-axis batch 2 histogram. With respect to distributional
shape, note that the batch 1 histogram is skewed left while the batch 2
histogram is more symmetric with even a hint of aslight skewness to
the right.

Thus the bihistogram reveals that there is a clear difference between the
batches with respect to location and distribution, but not in regard to
variation. Comparing batch 1 and batch 2, we also note that batch 1 is
the "better batch" due to its 100-unit higher average strength (around
725).

Bihistograms are formed by vertically juxtaposing two histograms:

« Abovethe axis: Histogram of the response variable for condition
1

« Below the axis: Histogram of the response variable for condition
2

The bihistogram can provide answers to the following questions:
1. Isa(2-level) factor significant?

Does a (2-level) factor have an effect?

Does the location change between the 2 subgroups?

Does the variation change between the 2 subgroups?

Does the distributional shape change between subgroups?

Arethere any outliers?

o 0k~ wWwN

The bihistogram is an important EDA tool for determining if a factor
"has an effect”. Since the bihistogram provides insight into the validity
of three (location, variation, and distribution) out of the four (missing
only randomness) underlying assumptions in a measurement process, it
Is an especially valuable tool. Because of the dual (above/below) nature
of the plot, the bihistogram is restricted to assessing factors that have
only two levels. However, thisis very common in the
before-versus-after character of many scientific and engineering
experiments.
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1.3.3.2. Bihistogram

Related
Techniques

Case Study

Software

NIST
SEMATECH

t test (for shift in location)

F test (for shift in variation)

Kolmogorov-Smirnov test (for shift in distribution)
Quantile-quantile plot (for shift in location and distribution)

The bihistogram is demonstrated in the ceramic strength data case
study.

The bihistogram is not widely available in general purpose statistical
software programs. Bihistograms can be generated using Datapl ot
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1.3.3.3. Block Plot
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1. Exploratory Data Analysis

1.3. EDA Techniques

1.3.3. Graphical Technigues: Alphabetic

1.3.3.3.Block Plot

Purpose:
Check to
determineif
a factor of
interest has
an effect
robust over
all other
factors

Sample
Plot:

Weld
method 2 is
lower
(better) than
weld method
1in10of 12
cases

The block plot (Filliben 1993) isan EDA tool for assessing whether the
factor of interest (the primary factor) has a statistically significant effect
on the response, and whether that conclusion about the primary factor
effect isvalid robustly over all other nuisance or secondary factorsin
the experiment.

It replaces the analysis of variance test with aless
assumption-dependent binomial test and should be routinely used
whenever we are trying to robustly decide whether a primary factor has
an effect.

Block Plot

| Plot Character = Weld Method (2)
40 - g
F. ‘
= 35
q _
30 - 1 1
g | 1 @
3 2 EDD L
v 2 1
g 20 b 1D
g 2

1 2

10

Plant (2) x Speed (2) X Shift (3)
SHEESLE2.DAT

Thisblock plot revealsthat in 10 of the 12 cases (bars), weld method 2
islower (better) than weld method 1. From a binomial point of view,
weld method is statistically significant.
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1.3.3.3. Block Plot

Definition

Discussion:

Primary
factor is
denoted by
plot
character:
within-bar
plot
character.

Ordering
along the
horizontal
axis

Block Plots are formed as follows:
« Vertica axis: Response variable Y

o Horizontal axis: All combinations of all levels of al nuisance
(secondary) factors X1, X2, ...

o Plot Character: Levels of the primary factor XP

Average number of defective lead wires per hour from a study with four
factors,

1. weld strength (2 levels)
2. plant (2 levels)
3. speed (2 levels)
4. shift (3 levels)

are shown in the plot above. Weld strength is the primary factor and the
other three factors are nuisance factors. The 12 distinct positions along
the horizontal axis correspond to all possible combinations of the three
nuisance factors, i.e., 12 = 2 plants x 2 speeds x 3 shifts. These 12
conditions provide the framework for ng whether any conclusions
about the 2 levels of the primary factor (weld method) can truly be
called "general conclusions'. If we find that one weld method setting
does better (smaller average defects per hour) than the other weld
method setting for all or most of these 12 nuisance factor combinations,
then the conclusion isin fact general and robust.

In the above chart, the ordering aong the horizontal axisis asfollows:

o Theleft 6 bars are from plant 1 and the right 6 bars are from plant
2.

o Thefirst 3 bars are from speed 1, the next 3 bars are from speed
2, the next 3 bars are from speed 1, and the last 3 bars are from
Speed 2.

e Bars1l, 4, 7, and 10 are from the first shift, bars 2, 5, 8, and 11 are
from the second shift, and bars 3, 6, 9, and 12 are from the third
shift.
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1.3.3.3. Block Plot

Setting 2 is
better than
setting 1in
10 out of 12
cases

An event
with chance
probability
of only 2%

Advantage:
Graphical
and
binomial

Questions

In the block plot for the first bar (plant 1, speed 1, shift 1), weld method
1 yields about 28 defects per hour while weld method 2 yields about 22
defects per hour--hence the difference for this combination is about 6
defects per hour and weld method 2 is seen to be better (smaller number
of defects per hour).

Is"weld method 2 is better than weld method 1" a genera conclusion?

For the second bar (plant 1, speed 1, shift 2), weld method 1 is about 37
while weld method 2 is only about 18. Thus weld method 2 is again seen
to be better than weld method 1. Similarly for bar 3 (plant 1, speed 1,
shift 3), we see weld method 2 is smaller than weld method 1. Scanning
over al of the 12 bars, we see that weld method 2 is smaller than weld
method 1 in 10 of the 12 cases, which is highly suggestive of a robust
weld method effect.

What is the chance of 10 out of 12 happening by chance? Thisis
probabilistically equivalent to testing whether acoinisfair by flipping it
and getting 10 heads in 12 tosses. The chance (from the binomial
distribution) of getting 10 (or more extreme: 11, 12) headsin 12 flips of
afair coinisabout 2%. Such low-probability events are usually rejected
as untenable and in practice we would conclude that there is a difference
in weld methods.

The advantages of the block plot are as follows:

« A guantitative procedure (analysis of variance) is replaced by a
graphical procedure.

« An F-test (analysis of variance) is replaced with abinomial test,
which requires fewer assumptions.

The block plot can provide answers to the following questions:
1. Isthefactor of interest significant?
Does the factor of interest have an effect?
Does the location change between levels of the primary factor?
Has the process improved?
What is the best setting (= level) of the primary factor?

How much of an average improvement can we expect with this
best setting of the primary factor?

7. Isthere an interaction between the primary factor and one or more
nuisance factors?

8. Doesthe effect of the primary factor change depending on the
setting of some nuisance factor?

o bk Wb
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1.3.3.3. Block Plot

I mportance:
Robustly
checks the
significance
of the factor
of interest

Related
Techniques

Case Sudy

Software

NIST
SEMATECH

9. Arethere any outliers?

The block plot isagraphical technique that pointedly focuses on
whether or not the primary factor conclusions are in fact robustly
genera. This question is fundamentally different from the generic
multi-factor experiment question where the analyst asks, "What factors
are important and what factors are not" (a screening problem)? Global
data analysis techniques, such as analysis of variance, can potentially be
improved by local, focused data analysis techniques that take advantage
of this difference.

t test (for shift inlocation for exactly 2 levels)

ANQOVA (for shift in location for 2 or more levels)

Bihistogram (for shift in location, variation, and distribution for exactly
2 levels).

The block plot is demonstrated in the ceramic strength data case study.

Block plots can be generated with the Dataplot software program. They
are not currently available in other statistical software programs.
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1.3.3.4. Bootstrap Plot
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1. Exploratory Data Analysis

1.3. EDA Techniques

1.3.3. Graphical Technigues: Alphabetic

1.3.3.4.Bootstrap Plot

Purpose:
Estimate
uncertainty

Generate
subsamples
with
replacement

The bootstrap (Efron and Gong) plot is used to estimate the uncertainty
of a statistic.

To generate a bootstrap uncertainty estimate for a given statistic from a
set of data, a subsample of a size less than or equal to the size of the data
set is generated from the data, and the statistic is calculated. This
subsample is generated with replacement so that any data point can be
sampled multiple times or not sampled at all. This processis repeated
for many subsamples, typically between 500 and 1000. The computed
values for the statistic form an estimate of the sampling distribution of
the statistic.

For example, to estimate the uncertainty of the median from a dataset
with 50 elements, we generate a subsample of 50 elements and calculate
the median. Thisisrepeated at least 500 times so that we have at |east
500 values for the median. Although the number of bootstrap samples to
use is somewhat arbitrary, 500 subsamplesis usually sufficient. To
calculate a 90% confidence interval for the median, the sample medians
are sorted into ascending order and the value of the 25th median
(assuming exactly 500 subsamples were taken) is the lower confidence
limit while the value of the 475th median (assuming exactly 500
subsamples were taken) is the upper confidence limit.
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1.3.3.4. Bootstrap Plot

Sample
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This bootstrap plot was generated from 500 uniform random numbers.
Bootstrap plots and corresponding histograms were generated for the
mean, median, and mid-range. The histograms for the corresponding
statistics clearly show that for uniform random numbers the mid-range
has the smallest variance and is, therefore, a superior location estimator
to the mean or the median.

Definition The bootstrap plot is formed by:

« Vertica axis: Computed value of the desired statistic for agiven
subsample.

« Horizontal axis: Subsample number.

The bootstrap plot is simply the computed value of the statistic versus
the subsample number. That is, the bootstrap plot generates the values
for the desired statistic. Thisis usualy immediately followed by a
histogram or some other distributional plot to show the location and
variation of the sampling distribution of the statistic.

Questions The bootstrap plot is used to answer the following questions:
« What does the sampling distribution for the statistic ook like?
« What isa95% confidence interval for the statistic?

o Which statistic has a sampling distribution with the smallest
variance? That is, which statistic generates the narrowest
confidence interval ?
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1.3.3.4. Bootstrap Plot

Importance

Cautuion on
use of the
bootstrap

Related
Techniques

Case Sudy

Software

NIST
SEMATECH

The most common uncertainty calculation is generating a confidence
interval for the mean. In this case, the uncertainty formula can be
derived mathematically. However, there are many situations in which
the uncertainty formulas are mathematically intractable. The bootstrap
provides a method for calculating the uncertainty in these cases.

The bootstrap is not appropriate for al distributions and statistics (Efron
and Tibrashani). For example, because of the shape of the uniform
distribution, the bootstrap is not appropriate for estimating the
distribution of statistics that are heavily dependent on thetails, such as
the range.

Histogram
Jackknife

Thejacknifeisatechnique that is closely related to the bootstrap. The
jackknife is beyond the scope of this handbook. See the Efron and Gong

article for adiscussion of the jackknife.

The bootstrap plot is demonstrated in the uniform random numbers case
study.

The bootstrap is becoming more common in general purpose statistical
software programs. However, it is still not supported in many of these
programs. Dataplot supports a bootstrap capability.
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1.3.3.5. Box-Cox Linearity Plot
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1. Exploratory Data Analysis

1.3. EDA Techniques

1.3.3. Graphical Technigues: Alphabetic

1.3.3.5.Box-Cox Linearity Plot

Purpose:

Find the
transformation
of the X
variable that
maximizes the
correlation
betweena Y
and an X
variable

When performing alinear fit of Y against X, an appropriate
transformation of X can often significantly improve the fit. The
Box-Cox transformation (Box and Cox, 1964) is a particularly useful

family of transformations. It is defined as:
T(X) = (X*—1)/A

where X is the variable being transformed and /A is the transformation

parameter. For A = 0, the natural log of the datais taken instead of
using the above formula.

The Box-Cox linearity plot isaplot of the correlation between Y and

the transformed X for given values of A. That is, A is the coordinate
for the horizontal axis variable and the value of the correlation
between Y and the transformed X is the coordinate for the vertical

axis of the plot. The value of A corresponding to the maximum
correlation (or minimum for negative correlation) on the plot is then

the optimal choice for A.

Transforming X is used to improve the fit. The Box-Cox
transformation applied to Y can be used as the basis for meeting the
error assumptions. That case is not covered here. See page 225 of

(Draper and Smith, 1981) or page 77 of (Ryan, 1997) for adiscussion
of this case.

http://www.itl.nist.gov/div898/handbook/eda/section3/eda335.htm (1 of 3) [11/13/2003 5:31:58 PM]


http://www.itl.nist.gov/div898/handbook/search.htm
http://www.itl.nist.gov/div898/handbook/toolaids.htm
http://www.itl.nist.gov/div898/handbook/index.htm
http://www.itl.nist.gov/div898/handbook/eda/section4/eda43.htm#Boxcox
http://www.itl.nist.gov/div898/handbook/pmd/section2/pmd21.htm
http://www.itl.nist.gov/div898/handbook/eda/section4/eda43.htm#Draper
http://www.itl.nist.gov/div898/handbook/eda/section4/eda43.htm#Ryan

1.3.3.5. Box-Cox Linearity Plot

Sample Plot

Definition

Questions

| mportance:
Find a
suitable
transformation

Related
Techniques

Linmar Fit of Original Data Bow-Cox Linsarity Plot
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The plot of the original datawith the predicted values from alinear fit
indicate that a quadratic fit might be preferable. The Box-Cox

linearity plot shows avalue of A = 2.0. The plot of the transformed
data with the predicted values from alinear fit with the transformed
data shows a better fit (verified by the significant reduction in the
residual standard deviation).

Box-Cox linearity plots are formed by

e Vertical axis: Correlation coefficient from the transformed X
and Y

« Horizontal axis; Vauefor A

The Box-Cox linearity plot can provide answersto the following
questions:

1. Would a suitable transformation improve my fit?
2. What isthe optimal value of the transformation parameter?

Transformations can often significantly improve afit. The Box-Cox
linearity plot provides a convenient way to find a suitable
transformation without engaging in alot of trial and error fitting.

Linear Regression
Box-Cox Normality Plot
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1.3.3.5. Box-Cox Linearity Plot

Case Study

Software

NIST
SEMATECH

The Box-Cox linearity plot is demonstrated in the Alaska pipeline
data case study.

Box-Cox linearity plots are not a standard part of most general
purpose statistical software programs. However, the underlying
technique is based on a transformation and computing a correlation
coefficient. So if astatistical program supports these capabilities,
writing amacro for a Box-Cox linearity plot should be feasible.
Datapl ot supports a Box-Cox linearity plot directly.
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1.3.3.6. Box-Cox Normality Plot
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1. Exploratory Data Analysis

1.3. EDA Techniques

1.3.3. Graphical Technigues: Alphabetic

1.3.3.6.Box-Cox Normality Plot

Purpose:

Find
transformation
to normalize
data

Many statistical tests and intervals are based on the assumption of
normality. The assumption of normality often leads to tests that are
simple, mathematically tractable, and powerful compared to tests that
do not make the normality assumption. Unfortunately, many real data
sets are in fact not approximately normal. However, an appropriate
transformation of a data set can often yield a data set that does follow
approximately a normal distribution. This increases the applicability
and usefulness of statistical techniques based on the normality
assumption.

The Box-Cox transformation is a particulary useful family of
transformations. It is defined as:

TY) = (¥*—1)/A

where Y isthe response variable and A is the transformation

parameter. For A = 0, the natural log of the datais taken instead of
using the above formula.

Given a particular transformation such as the Box-Cox transformation
defined above, it is helpful to define a measure of the normality of the
resulting transformation. One measure is to compute the correlation
coefficient of anormal probability plot. The correlation is computed
between the vertical and horizontal axis variables of the probability
plot and is a convenient measure of the linearity of the probability plot
(the more linear the probability plot, the better a normal distribution
fits the data).

The Box-Cox normality plot isa plot of these correlation coefficients

for various values of the A parameter. The value of A corresponding
to the maximum correlation on the plot is then the optimal choice for

A
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1.3.3.6. Box-Cox Normality Plot

Sample Plot

Histog ram Y ___ Box-Cox NHormality Plot ¥
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The histogram in the upper left-hand corner shows a data set that has
significant right skewness (and so does not follow anormal
distribution). The Box-Cox normality plot shows that the maximum

value of the correlation coefficient is at A = -0.3. The histogram of the

data after applying the Box-Cox transformation with A = -0.3 shows a
data set for which the normality assumption is reasonable. Thisis
verified with a normal probability plot of the transformed data.

Definition Box-Cox normality plots are formed by:

o Vertical axis: Correlation coefficient from the normal
probability plot after applying Box-Cox transformation

« Horizontal axis; Valuefor A

Questions The Box-Cox normality plot can provide answers to the following
guestions:

1. Isthere atransformation that will normalize my data?
2. What isthe optimal value of the transformation parameter?

| mportance: Normality assumptions are critical for many univariate intervals and
Normalization  hypothesistests. It isimportant to test the normality assumption. If the
Improves data arein fact clearly not normal, the Box-Cox normality plot can
Validity of often be used to find a transformation that will approximately

Tests normalize the data.
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1.3.3.6. Box-Cox Normality Plot

Related
Techniques

Software

NIST
SEMATECH

Normal Probability Plot

Box-Cox Linearity Plot

Box-Cox normality plots are not a standard part of most general
purpose statistical software programs. However, the underlying
technique is based on anormal probability plot and computing a
correlation coefficient. So if a statistical program supports these
capabilities, writing a macro for a Box-Cox normality plot should be
feasible. Dataplot supports a Box-Cox normality plot directly.
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1.3.3.7. Box Plot
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1.3.3.7.Box Plot

Purpose: Box plots (Chambers 1983) are an excellent tool for conveying location

Check and variation information in data sets, particularly for detecting and
locationand  jllustrating location and variation changes between different groups of
variation data.

shifts

Sample

Plot: BOX PLOT
This box 80

plot reveals

that

machine has 3 .
a significant x
effect on
energy with
respect to
location and x
possibly 65 x

variation

7o

Energy
o 1

e L]

60

Machine

SPLETTZ2.DAT

This box plot, comparing four machines for energy output, shows that
machine has a significant effect on energy with respect to both location
and variation. Machine 3 has the highest energy response (about 72.5);
machine 4 has the |east variable energy response with about 50% of its
readings being within 1 energy unit.
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1.3.3.7. Box Plot

Definition

Sngleor
multiple box
plots can be
drawn

Box plots
with fences

Box plots are formed by

Vertical axis. Response variable
Horizontal axis: The factor of interest

More specifically, we
1. Calculate the median and the quartiles (the lower quartile is the
25th percentile and the upper quartile is the 75th percentile).

2. Plot asymbol at the median (or draw aline) and draw a box
(hence the name--box plot) between the lower and upper
quartiles; this box represents the middle 50% of the data--the
"body" of the data.

3. Draw aline from the lower quartile to the minimum point and
another line from the upper quartile to the maximum point.
Typicaly asymbol is drawn at these minimum and maximum
points, although thisis optional.

Thus the box plot identifies the middle 50% of the data, the median, and
the extreme points.

A single box plot can be drawn for one batch of data with no distinct
groups. Alternatively, multiple box plots can be drawn together to
compare multiple data sets or to compare groups in a single data set. For
asingle box plot, the width of the box is arbitrary. For multiple box
plots, the width of the box plot can be set proportional to the number of
pointsin the given group or sample (some software implementations of
the box plot ssimply set all the boxes to the same width).

Thereisauseful variation of the box plot that more specifically
identifies outliers. To create this variation:

1. Caculate the median and the lower and upper quartiles.

2. Plot asymbol at the median and draw a box between the lower
and upper quartiles.

3. Calculate the interquartile range (the difference between the upper
and lower quartile) and call it 1Q.
4. Calculate the following points:
L1 = lower quartile - 1.5*1Q
L2 = lower quartile - 3.0*1Q
U1l = upper quartile + 1.5*1Q
U2 = upper quartile + 3.0*1Q
5. Theline from the lower quartile to the minimum is now drawn
from the lower quartile to the smallest point that is greater than

L1. Likewise, the line from the upper quartile to the maximum is
now drawn to the largest point smaller than U1.
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1.3.3.7. Box Plot

6. Points between L1 and L2 or between U1 and U2 are drawn as
small circles. Pointslessthan L2 or greater than U2 are drawn as
large circles.

Questions The box plot can provide answers to the following questions:
1. Isafactor significant?
2. Doesthe location differ between subgroups?
3. Doesthe variation differ between subgroups?
4. Arethere any outliers?

Importance:  The box plot is an important EDA tool for determining if afactor hasa

Check the significant effect on the response with respect to either location or
significance  variation.
of a factor
The box plot is also an effective tool for summarizing large quantities of
information.
Related Mean Plot

Techniques  Analysis of Variance

Case Study The box plot is demonstrated in the ceramic strength data case study.

Software Box plots are available in most general purpose statistical software
programs, including Datapl ot.

NIST
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1.3.3.8. Complex Demodulation Amplitude Plot
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1.3.3.8.Complex Demodulation Amplitude
Plot

Purpose: In the frequency analysis of time series models, a common mode! isthe
Detect sinusoidal model:

Changin _ .

Ampligtudgein Y; —{:'—|—.:‘:rsm|[2ﬂwt,;—|—q5:l + £

Snusoidal In this equation, ¢ is the amplitude, ¢) is the phase shift, and & isthe
Models dominant frequency. In the above model, ¢x and qf. are constant, that is

they do not vary with time, t;.

The complex demodulation amplitude plot (Granger, 1964) is used to
determine if the assumption of constant amplitude isjustifiable. If the

slope of the complex demodulation amplitude plot is zero, then the
above model istypically replaced with the model:

Y; = C + aysin (2mwt; + ¢) + E;
where ¢¥; is some type of linear model fit with standard least squares.
The most common caseis alinear fit, that is the model becomes

Y; =C + (By + By * t;) sin (2mwt; 4 ¢) + B
Quadratic models are sometimes used. Higher order models are
relatively rare.
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1.3.3.8. Complex Demodulation Amplitude Plot

Sample
Plot: Complex Demodu lation Amplitude Plot
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This complex demodulation amplitude plot shows that:
« theamplitudeisfixed at approximately 390;
« thereisastart-up effect; and

« thereisachangein amplitude at around x = 160 that should be
Investigated for an outlier.

Definition: The complex demodulation amplitude plot is formed by:
« Vertica axis: Amplitude
« Horizontal axis: Time

The mathematical computations for determining the amplitude are
beyond the scope of the Handbook. Consult Granger (Granger, 1964)

for detalls.

Questions The complex demodulation amplitude plot answers the following
guestions:

1. Doesthe amplitude change over time?
2. Arethere any outliers that need to be investigated?

3. Isthe amplitude different at the beginning of the series (i.e., is
there a start-up effect)?
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1.3.3.8. Complex Demodulation Amplitude Plot

I mportance:

Assumption
Checking

Related
Techniques

Case Study

Software

NIST

SEMATECH

As stated previoudly, in the frequency analysis of time series models, a
common model is the sinusoidal model:

}:: :Cﬂ—ﬂﬂﬂigﬂmiﬂ—tﬁ) +E1'.
In this equation, ¢x is assumed to be constant, that isit does not vary

with time. It isimportant to check whether or not this assumption is
reasonable.

The complex demodulation amplitude plot can be used to verify this
assumption. If the slope of this plot is essentially zero, then the
assumption of constant amplitudeisjustified. If it is not, ¢x should be
replaced with some type of time-varying model. The most common
cases are linear (By + By*t) and quadratic (By + B*t + By*t2).

Spectral Plot

Complex Demodul ation Phase Plot
Non-Linear Fitting

The complex demodulation amplitude plot is demonstrated in the beam
deflection data case study.

Complex demodulation amplitude plots are available in some, but not
most, general purpose statistical software programs. Dataplot supports

complex demodulation amplitude plots.
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1.3.3.9. Complex Demodulation Phase Plot
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1.3.3.9. Complex Demodulation Phase Plot

Purpose:
Improve the
estimate of
frequency in
sinusoidal
time series
models

Sample
Plot:

As stated previoudly, in the frequency analysis of time series models, a
common model is the sinusoidal model:

}Cg :C+ﬂﬂlﬂ(2ﬂmi+¢) +Ei
In this equation, ¢x is the amplitude, :;5 IS the phase shift, and tu! isthe

dominant frequency. In the above model, ¢x and qf. are constant, that is
they do not vary with timet;.

The complex demodulation phase plot (Granger, 1964) is used to
improve the estimate of the frequency (i.e., t¥) in this model.

If the complex demodulation phase plot shows lines sloping from left to
right, then the estimate of the frequency should be increased. If it shows
lines sloping right to left, then the frequency should be decreased. If
there is essentially zero slope, then the frequency estimate does not need
to be modified.
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1.3.3.9. Complex Demodulation Phase Plot

Complex Demodulation Phase Plot
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This complex demodulation phase plot shows that:
« the specified demodulation frequency is incorrect;
« the demodulation frequency should be increased.

Definition The complex demodulation phase plot is formed by:
« Vertica axis. Phase
« Horizontal axis. Time

The mathematical computations for the phase plot are beyond the scope
of the Handbook. Consult Granger (Granger, 1964) for details.

Questions The complex demodulation phase plot answers the following question:
| s the specified demodul ation frequency correct?

Importance The non-linear fitting for the sinusoidal model:

ot Sood Y; = C +asn (2rwt; + ¢) + B
Estimatefor 1S usually quite sensitive to the choice of good starting values. The
the initial estimate of the frequency, i, is obtained from a spectral plot. The

Frequency complex demodulation phase plot is used to assess whether this estimate
Is adequate, and if it is not, whether it should be increased or decreased.
Using the complex demodulation phase plot with the spectral plot can
significantly improve the quality of the non-linear fits obtained.

http://www.itl.nist.gov/div898/handbook/eda/section3/eda339.htm (2 of 3) [11/13/2003 5:31:59 PM]


http://www.itl.nist.gov/div898/handbook/eda/section4/eda43.htm#Granger
http://www.itl.nist.gov/div898/handbook/eda/section3/spectrum.htm

1.3.3.9. Complex Demodulation Phase Plot

Related Spectral Plot
Techniques  Complex Demodulation Phase Plot
Non-Linear Fitting

Case Study The complex demodulation amplitude plot is demonstrated in the beam
deflection data case study.

Software Complex demodulation phase plots are available in some, but not most,
general purpose statistical software programs. Dataplot supports
complex demodul ation phase plots.
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1.3.3.10. Contour Plot
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1.3.3.10.Contour Plot

Purpose: A contour plot isagraphical technique for representing a

Display 3-d 3-dimensional surface by plotting constant z slices, called contours, on
surface on a2-dimensional format. That is, given avalue for z, lines are drawn for
2-d plot connecting the (x,y) coordinates where that z value occurs.

The contour plot is an aternative to a 3-D surface plot.

Sample Plot:
Contour Plot
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This contour plot shows that the surface is symmetric and peaks in the
center.
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1.3.3.10. Contour Plot

Definition

Questions

I mportance:
Visualizing
3-dimensional
data

DEX Contour
Plot

Related
Techniques

The contour plot isformed by:
« Vertica axis: Independent variable 2
» Horizontal axis: Independent variable 1
o Lines: iso-response values

The independent variables are usually restricted to aregular grid. The
actual techniques for determining the correct iso-response values are
rather complex and are almost always computer generated.

An additional variable may be required to specify the Z values for
drawing the iso-lines. Some software packages require explicit values.
Other software packages will determine them automatically.

If the data (or function) do not form aregular grid, you typically need
to perform a 2-D interpolation to form aregular grid.

The contour plot is used to answer the question
How does Z change as afunction of X and Y?

For univariate data, a run sequence plot and a histogram are considered

necessary first steps in understanding the data. For 2-dimensional data,
a scatter plot isanecessary first step in understanding the data.

In asimilar manner, 3-dimensional data should be plotted. Small data
sets, such as result from designed experiments, can typically be
represented by block plots, dex mean plots, and the like (here, "DEX"
stands for "Design of Experiments"). For large data sets, a contour plot
or a 3-D surface plot should be considered a necessary first step in
understanding the data.

The dex contour plot is a specialized contour plot used in the design of
experiments. In particular, it is useful for full and fractional designs.

3-D Plot
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1.3.3.10. Contour Plot

Software Contour plots are available in most general purpose statistical software
programs. They are also available in many general purpose graphics
and mathematics programs. These programs vary widely in the
capabilities for the contour plots they generate. Many provide just a
basic contour plot over arectangular grid while others permit color
filled or shaded contours. Datapl ot supports afairly basic contour plot.

Most statistical software programs that support design of experiments
will provide a dex contour plot capability.
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1.3.3.10.1. DEX Contour Plot
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1.3.3.10. Contour Plot

1.3.3.10.1. DEX Contour Plot

DEX Contour
Plot:
I ntroduction

The dex contour plot is a specialized contour plot used in the analysis of
full and fractional experimental designs. These designs often have alow
level, coded as"-1" or "-", and ahigh level, coded as"+1" or "+" for each
factor. In addition, there can optionally be one or more center points.
Center points are at the mid-point between the low and high level for each
factor and are coded as "0".

The dex contour plot is generated for two factors. Typically, thiswould be
the two most important factors as determined by previous analyses (e.g.,
through the use of the dex mean plotsand a Y ates analysis). If more than
two factors are important, you may want to generate a series of dex
contour plots, each of which isdrawn for two of these factors. Y ou can
also generate amatrix of all pairwise dex contour plots for a number of
important factors (similar to the scatter plot matrix for scatter plots).

The typical application of the dex contour plot isin determining settings
that will maximize (or minimize) the response variable. It can also be
helpful in determining settings that result in the response variable hitting a
pre-determined target value. The dex contour plot plays a useful rolein
determining the settings for the next iteration of the experiment. That is,
theinitial experiment istypically afractional factorial design with afairly
large number of factors. After the most important factors are determined,
the dex contour plot can be used to help define settings for afull factorial
or response surface design based on a smaller number of factors.
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1.3.3.10.1. DEX Contour Plot

Construction  Thefollowing are the primary steps in the construction of the dex contour
of DEX plot.

Contour Plot 1. Thexand y axes of the plot represent the values of the first and
second factor (independent) variables.

2. Thefour vertex points are drawn. The vertex points are (-1,-1),
(-1,2), (1,2), (1,-1). At each vertex point, the average of all the
response values at that vertex point is printed.

3. Similarly, if there are center points, a point is drawn at (0,0) and the
average of the response values at the center pointsis printed.

4. Thelinear dex contour plot assumes the model:
Y =pn+05(8 % Uy + Box Upg+ Biox Uy x Us)

where f4 isthe overall mean of the response variable. The values of
By 3o {3, @d 1 are estimated from the vertex points using a

Y ates analysis (the Y ates analysis utilizes the special structure of the
2-level full and fractional factorial designsto simplify the
computation of these parameter estimates). Note that for the dex
contour plot, afull Yates analysis does not need to performed,
simply the calculations for generating the parameter estimates.

In order to generate a single contour line, we need avaluefor Y, say
Yo- Next, we solve for U, in terms of U, and, after doing the

algebra, we have the equation:
O — 2(Yp —p)— Uy
5 =
o + o+ Uy

We generate a sequence of points for U, in the range-2to 2 and
compute the corresponding values of U,. These points constitute a
single contour line corresponding to Y = Y,

The user specifies the target values for which contour lines will be
generated.

The above algorithm assumes a linear model for the design. Dex contour
plots can also be generated for the case in which we assume a quadratic
model for the design. The algebra for solving for U, in terms of U,

becomes more complicated, but the fundamental idea is the same.
Quadratic models are needed for the case when the average for the center
points does not fall in the range defined by the vertex point (i.e., thereis
curvature).
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1.3.3.10.1. DEX Contour Plot

Sample DEX
Contour Plot

I nterpretation
of the Sample
DEX Contour
Plot

Interaction
Sgnificance

The following is adex contour plot for the data used in the Eddy current

case study. The analysisin that case study demonstrated that X1 and X2
were the most important factors.

DEX CONTOUR PLOT
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From the above dex contour plot we can derive the following information.
1. Interaction significance;
2. Best (data) setting for these 2 dominant factors,

Note the appearance of the contour plot. If the contour curves are linear,
then that implies that the interaction term is not significant; if the contour
curves have considerable curvature, then that implies that the interaction
term islarge and important. In our case, the contour curves do not have
considerable curvature, and so we conclude that the X1* X2 term is not
significant.
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1.3.3.10.1. DEX Contour Plot

Best Settings

Case Sudy

Software

NIST
SEMATECH

To determine the best factor settings for the already-run experiment, we
first must define what "best" means. For the Eddy current data set used to
generate this dex contour plot, "best" means to maximize (rather than
minimize or hit atarget) the response. Hence from the contour plot we
determine the best settings for the two dominant factors by simply
scanning the four vertices and choosing the vertex with the lar gest value
(= averageresponse). Inthiscase, itis (X1 =+1, X2 = +1).

Asfor factor X3, the contour plot provides no best setting information, and
so we would resort to other tools: the main effects plot, the interaction
effects matrix, or the ordered data to determine optimal X3 settings.

The Eddy current case study demonstrates the use of the dex contour plot
in the context of the analysis of afull factorial design.

DEX contour plots are available in many statistical software programs that
analyze data from designed experiments. Datapl ot supports alinear dex

contour plot and it provides a macro for generating a quadratic dex contour
plot.
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1.3.3.11. DEX Scatter Plot
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1.3.3.11. DEX Scatter Plot

Purpose:
Determine

I mportant
Factorswith
Respect to
Location and
Scale

Sample Plot:
Factors 4, 2,
3,and 7 are
the Important
Factors.

The dex scatter plot shows the response values for each level of each
factor (i.e., independent) variable. This graphically shows how the
location and scale vary for both within a factor variable and between
different factor variables. This graphically shows which are the
important factors and can help provide aranked list of important
factors from a designed experiment. The dex scatter plot isa
complement to the traditional analyis of variance of designed
experiments.

Dex scatter plots are typically used in conjunction with the dex mean
plot and the dex standard deviation plot. The dex mean plot replaces

the raw response values with mean response values while the dex
standard deviation plot replaces the raw response values with the
standard deviation of the response values. There is value in generating
all 3 of these plots. The dex mean and standard deviation plots are
useful in that the summary measures of |ocation and spread stand out
(they can sometimes get lost with the raw plot). However, the raw data
points can reveal subtleties, such as the presence of outliers, that might
get lost with the summary stetistics.
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1.3.3.11. DEX Scatter Plot

Description
of the Plot

Conclusions

Definition:
Response
Values
Versus
Factor
Variables

DEX Scatier Plot
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For this sample plot, there are seven factors and each factor has two
levels. For each factor, we define a distinct x coordinate for each level
of the factor. For example, for factor 1, level 1 iscoded as 0.8 and level
2 iscoded as 1.2. They coordinate is simply the value of the response
variable. The solid horizontal line is drawn at the overall mean of the
response variable. The vertical dotted lines are added for clarity.

Although the plot can be drawn with an arbitrary number of levelsfor a
factor, it isrealy only useful when there are two or three levelsfor a
factor.

This sample dex scatter plot shows that:
1. there does not appear to be any outliers;

2. thelevels of factors 2 and 4 show distinct location differences;
and

3. thelevels of factor 1 show distinct scale differences.

Dex scatter plots are formed by:
« Vertical axis: Vaue of the response variable

« Horizontal axis. Factor variable (with each level of the factor
coded with a dlightly offset x coordinate)
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1.3.3.11. DEX Scatter Plot

Questions

I mportance:

| dentify

I mportant
Factors with
Respect to
Location and
Scale

Extension for
Interaction
Effects

The dex scatter plot can be used to answer the following questions:
1. Which factors are important with respect to location and scale?
2. Arethereoutliers?

The goal of many designed experimentsis to determine which factors
are important with respect to location and scale. A ranked list of the
important factorsis also often of interest. Dex scatter, mean, and
standard deviation plots show this graphically. The dex scatter plot
additionally shows if outliers may potentially be distorting the results.

Dex scatter plots were designed primarily for analyzing designed
experiments. However, they are useful for any type of multi-factor data
(i.e., aresponse variable with 2 or more factor variables having a small
number of distinct levels) whether or not the data were generated from
a designed experiment.

Using the concept of the scatterplot matrix, the dex scatter plot can be
extended to display first order interaction effects.

Specifically, if there are k factors, we create a matrix of plots with k
rows and k columns. On the diagonal, the plot is simply a dex scatter
plot with a single factor. For the off-diagonal plots, we multiply the
vaues of X; and X;. For the common 2-level designs (i.e., each factor

has two levels) the values are typically coded as -1 and 1, so the
multiplied values are also -1 and 1. We then generate a dex scatter plot
for thisinteraction variable. Thisplot is called adex interaction effects
plot and an example is shown below.
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1.3.3.11. DEX Scatter Plot

Interpretation
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Interaction
Effects Plot

Related
Techniques
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We can first examine the diagonal elements for the main effects. These
diagonal plots show agreat deal of overlap between the levelsfor all
three factors. Thisindicates that location and scale effects will be
relatively small.

We can then examine the off-diagonal plots for the first order
interaction effects. For example, the plot in the first row and second
column is the interaction between factors X1 and X2. Aswith the main
effect plots, no clear patterns are evident.

Dex mean plot
Dex standard deviation plot

Block plot

Box plot
Anaysis of variance

The dex scatter plot is demonstrated in the ceramic strength data case
study.

Dex scatter plots are available in some general purpose statistical
software programs, although the format may vary somewhat between
these programs. They are essentially just scatter plots with the X
variable defined in a particular way, so it should be feasible to write
macros for dex scatter plotsin most statistical software programs.
Dataplot supports a dex scatter plot.
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1.3.3.12. DEX Mean Plot
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1.3.3.12. DEX Mean Plot

Purpose: The dex mean plot is appropriate for analyzing data from a designed
Detect experiment, with respect to important factors, where the factors are at

I mportant two or more levels. The plot shows mean values for the two or more
Factorswith  levels of each factor plotted by factor. The means for a single factor are
Respect to connected by a straight line. The dex mean plot is a complement to the
Location traditional analysis of variance of designed experiments.

This plot istypically generated for the mean. However, it can be
generated for other location statistics such as the median.

Sample

Plot: DEX Mean Plot
Factors 4, 2, 80 |

and1are ]

the Most 3

I mportant

[:E}
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. F &
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This sample dex mean plot shows that:
1. factor 4 isthe most important;
2. factor 2 isthe second most important;
3. factor 1 isthe third most important;

http://www.itl.nist.gov/div898/handbook/eda/section3/eda33c.htm (1 of 3) [11/13/2003 5:32:00 PM]


http://www.itl.nist.gov/div898/handbook/search.htm
http://www.itl.nist.gov/div898/handbook/toolaids.htm
http://www.itl.nist.gov/div898/handbook/index.htm
http://www.itl.nist.gov/div898/handbook/prc/section4/prc42.htm

1.3.3.12. DEX Mean Plot

Definition:
Mean
Response
Versus
Factor
Variables

Questions

I mportance:

Determine
Sgnificant
Factors

Extension
for
Interaction
Effects

4. factor 7 isthe fourth most important;
5. factor 6 isthe fifth most important;
6. factors 3 and 5 are relatively unimportant.

In summary, factors 4, 2, and 1 seem to be clearly important, factors 3
and 5 seem to be clearly unimportant, and factors 6 and 7 are borderline
factors whose inclusion in any subsequent models will be determined by
further analyses.

Dex mean plots are formed by:

« Vertical axis: Mean of the response variable for each level of the
factor

o Horizontal axis: Factor variable

The dex mean plot can be used to answer the following questions:

1. Which factors are important? The dex mean plot does not provide
adefinitive answer to this question, but it does help categorize
factors as "clearly important”, "clearly not important”, and
"borderline importance".

2. What isthe ranking list of the important factors?

The goal of many designed experimentsis to determine which factors
are significant. A ranked order listing of the important factorsis al'so
often of interest. The dex mean plot isideally suited for answering these
types of questions and we recommend its routine use in analyzing
designed experiments.

Using the concept of the scatter plot matrix, the dex mean plot can be
extended to display first-order interaction effects.

Specifically, if there are k factors, we create a matrix of plots with k
rows and k columns. On the diagonal, the plot is simply a dex mean plot
with asingle factor. For the off-diagonal plots, measurements at each
level of the interaction are plotted versus level, where level is X times

X; and X; is the code for the ith main effect level and X is the code for

the jth main effect. For the common 2-level designs (i.e., each factor has
two levels) the values are typically coded as-1 and 1, so the multiplied
values are also -1 and 1. We then generate a dex mean plot for this
interaction variable. This plot is called a dex interaction effects plot and
an exampleis shown below.
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1.3.3.12. DEX Mean Plot
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This plot shows that the most significant factor is X1 and the most
significant interaction is between X1 and X3.

Dex scatter plot
Dex standard deviation plot

Block plot

Box plot
Anaysis of variance

The dex mean plot and the dex interaction effects plot are demonstrated
in the ceramic strength data case study.

Dex mean plots are available in some general purpose statistical
software programs, athough the format may vary somewhat between
these programs. It may be feasible to write macros for dex mean plotsin
some statistical software programs that do not support this plot directly.
Dataplot supports both a dex mean plot and a dex interaction effects

plot.
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1.3.3.13. DEX Standard Deviation Plot
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1.3.3.13. DEX Standard Deviation Plot

Purpose:
Detect

I mportant
Factorswith
Respect to
Scale

Sample Plot

The dex standard deviation plot is appropriate for analyzing datafrom a
designed experiment, with respect to important factors, where the
factors are at two or more levels and there are repeated values at each
level. The plot shows standard deviation values for the two or more
levels of each factor plotted by factor. The standard deviations for a
single factor are connected by a straight line. The dex standard deviation
plot isacomplement to the traditional analysis of variance of designed

experiments.

Thisplot istypically generated for the standard deviation. However, it
can also be generated for other scale statistics such as the range, the
median absolute deviation, or the average absolute deviation.

DEX Standard Deviation Plot
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This sample dex standard deviation plot shows that:
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1.3.3.13. DEX Standard Deviation Plot

Definition:
Response
Sandard
Deviations
Versus
Factor
Variables

Questions

I mportance:
Assess
Variability

Related
Techniques

Case Sudy

1. factor 1 hasthe greatest difference in standard deviations between
factor levels;

2. factor 4 has a significantly lower average standard deviation than
the average standard deviations of other factors (but the level 1
standard deviation for factor 1 is about the same asthe level 1
standard deviation for factor 4);

3. for Al factors, the level 1 standard deviation is smaller than the
level 2 standard deviation.

Dex standard deviation plots are formed by:

« Vertical axis: Standard deviation of the response variable for each
level of the factor

o Horizontal axis: Factor variable

The dex standard deviation plot can be used to answer the following
guestions:

1. How do the standard deviations vary across factors?

2. How do the standard deviations vary within a factor?

3. Which are the most important factors with respect to scale?
4.

What isthe ranked list of the important factors with respect to
scale?

The goal with many designed experiments is to determine which factors
are significant. Thisisusually determined from the means of the factor
levels (which can be conveniently shown with a dex mean plot). A
secondary goal isto assess the variability of the responses both within a
factor and between factors. The dex standard deviation plot isa
convenient way to do this.

Dex scatter plot
Dex mean plot

Block plot

Box plot
Anaysis of variance

The dex standard deviation plot is demonstrated in the ceramic strength
data case studly.
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1.3.3.13. DEX Standard Deviation Plot

Software Dex standard deviation plots are not available in most general purpose
statistical software programs. It may be feasible to write macros for dex
standard deviation plots in some statistical software programs that do
not support them directly. Dataplot supports a dex standard deviation

plot.
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1.3.3.14. Histogram
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1.3.3.14. Histogram

Purpose: The purpose of a histogram (Chambers) is to graphically summarize the
Summarize distribution of a univariate data set.

a Univariate _ _ _

Data gt The histogram graphically shows the following:

1. center (i.e., thelocation) of the data;

2. spread (i.e, the scale) of the data;

3. skewness of the data;

4. presence of outliers; and

5. presence of multiple modesin the data.

These features provide strong indications of the proper distributional
model for the data. The probability plot or a goodness-of-fit test can be

used to verify the distributional model.

The examples section shows the appearance of a number of common
features revealed by histograms.

Sample Plot
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1.3.3.14. Histogram

HISTOGRAM
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Definition The most common form of the histogram is obtained by splitting the
range of the data into equal-sized bins (called classes). Then for each
bin, the number of points from the data set that fall into each bin are
counted. That is

« Vertical axis: Frequency (i.e., counts for each bin)
« Horizontal axis: Response variable

The classes can either be defined arbitrarily by the user or via some
systematic rule. A number of theoretically derived rules have been
proposed by Scott (Scott 1992).

The cumulative histogram is avariation of the histogram in which the
vertical axis gives not just the counts for asingle bin, but rather gives
the counts for that bin plus all binsfor smaller values of the response
variable.

Both the histogram and cumulative histogram have an additional variant
whereby the counts are replaced by the normalized counts. The names
for these variants are the relative histogram and the relative cumulative
histogram.

There are two common ways to normalize the counts.

1. The normalized count isthe count in a class divided by the total
number of observations. In this case the relative counts are
normalized to sum to one (or 100 if a percentage scale is used).
Thisisthe intuitive case where the height of the histogram bar
represents the proportion of the datain each class.

2. The normalized count is the count in the class divided by the
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1.3.3.14. Histogram

number of observations times the class width. For this
normalization, the area (or integral) under the histogram is equal
to one. From a probabilistic point of view, this normalization
resultsin arelative histogram that is most akin to the probability
density function and a relative cumulative histogram that is most
akin to the cumulative distribution function. If you want to
overlay aprobability density or cumulative distribution function
on top of the histogram, use this normalization. Although this
normalization isless intuitive (relative frequencies greater than 1
are quite permissible), it isthe appropriate normalization if you
are using the histogram to model a probability density function.

Questions The histogram can be used to answer the following questions:

1.

a ks~ oD

Examples

© N o gk~ w DN

What kind of population distribution do the data come from?
Where are the data | ocated?

How spread out are the data?

Are the data symmetric or skewed?

Arethere outliersin the data?

Normal

Symmetric, Non-Normal, Short-Tailed
Symmetric, Non-Normal, Long-Tailed
Symmetric and Bimodal

Bimodal Mixture of 2 Normals
Skewed (Non-Symmetric) Right
Skewed (Non-Symmetric) L eft
Symmetric with Outlier

Related Box plot
Techniques Probability plot

The techniques below are not discussed in the Handbook. However,
they are similar in purpose to the histogram. Additional information on
them is contained in the Chambers and Scott references.

Frequency Plot
Stem and Leaf Plot
Density Trace

Case Study The histogram is demonstrated in the heat flow meter data case study.

http://www.itl.nist.gov/div898/handbook/eda/section3/eda33e.htm (3 of 4) [11/13/2003 5:32:01 PM]


http://www.itl.nist.gov/div898/handbook/eda/section3/histogr1.htm
http://www.itl.nist.gov/div898/handbook/eda/section3/histogr2.htm
http://www.itl.nist.gov/div898/handbook/eda/section3/histogr3.htm
http://www.itl.nist.gov/div898/handbook/eda/section3/histogr4.htm
http://www.itl.nist.gov/div898/handbook/eda/section3/histogr5.htm
http://www.itl.nist.gov/div898/handbook/eda/section3/histogr6.htm
http://www.itl.nist.gov/div898/handbook/eda/section3/histogr7.htm
http://www.itl.nist.gov/div898/handbook/eda/section3/histogr8.htm
http://www.itl.nist.gov/div898/handbook/eda/section3/boxplot.htm
http://www.itl.nist.gov/div898/handbook/eda/section3/probplot.htm
http://www.itl.nist.gov/div898/handbook/eda/section4/eda43.htm#Chambers
http://www.itl.nist.gov/div898/handbook/eda/section4/eda43.htm#Scott
http://www.itl.nist.gov/div898/handbook/eda/section4/eda428.htm

1.3.3.14. Histogram

Software Histograms are available in most general purpose statistical software
programs. They are also supported in most general purpose charting,
spreadsheet, and business graphics programs. Datapl ot supports

histograms.

NIST
SEMATECH

HOME | TOOLS & AIDS |SEARCH |[BACK MNEXT]

http://www.itl. nist.gov/div898/handbook/eda/section3/eda33e.htm (4 of 4) [11/13/2003 5:32:01 PM]


http://www.itl.nist.gov/div898/handbook/eda/section4/eda44.htm#HISTOGRAM
http://www.itl.nist.gov/div898/handbook/search.htm
http://www.itl.nist.gov/div898/handbook/toolaids.htm
http://www.itl.nist.gov/div898/handbook/index.htm
http://www.nist.gov/cgi-bin/exit_nist.cgi?url=http://www.sematech.org
http://www.nist.gov/

1.3.3.14.1. Histogram Interpretation: Normal
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Note the classical bell-shaped, symmetric histogram with most of the
frequency counts bunched in the middle and with the counts dying off
out inthe tails. From a physical science/engineering point of view, the
normal distribution is that distribution which occurs most often in
nature (due in part to the central limit theorem).

Recommended  If the histogram indicates a symmetric, moderate tailed distribution,

Next Step then the recommended next step isto do a normal probability plot to
confirm approximate normality. If the normal probability plot islinear,
then the normal distribution is a good model for the data.
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1.3.3.14.1. Histogram Interpretation: Normal
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1.3.3.14.2. Histogram Interpretation: Symmetric, Non-Normal, Short-Tailed
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1.3.3.14.2. Histogram Interpretation: Symmetric, Non-Normal, Short-Tailed

Description of
What
Short-Tailed
Means

Recommended
Next Step

For a symmetric distribution, the "body" of a distribution refers to the
"center" of the distribution--commonly that region of the distribution
where most of the probability resides--the "fat" part of the distribution.
The "tall" of adistribution refers to the extreme regions of the
distribution--both left and right. The "tail length" of adistributionisa
term that indicates how fast these extremes approach zero.

For a short-tailed distribution, the tails approach zero very fast. Such
distributions commonly have atruncated (" sawed-off") look. The
classical short-tailed distribution is the uniform (rectangular)
distribution in which the probability is constant over a given range and
then drops to zero everywhere el se--we would speak of this as having
no tails, or extremely short tails.

For amoderate-tailed distribution, the tails declineto zero in a
moderate fashion. The classical moderate-tailed distribution is the
normal (Gaussian) distribution.

For along-tailed distribution, the tails decline to zero very slowly--and
hence oneis apt to see probability along way from the body of the
distribution. The classical long-tailed distribution is the Cauchy
distribution.

In terms of tail length, the histogram shown above would be
characteristic of a"short-tailed" distribution.

The optimal (unbiased and most precise) estimator for location for the
center of adistribution is heavily dependent on the tail length of the
distribution. The common choice of taking N observations and using
the calculated sample mean as the best estimate for the center of the
distribution is a good choice for the normal distribution (moderate
tailed), a poor choice for the uniform distribution (short tailed), and a
horrible choice for the Cauchy distribution (long tailed). Although for
the normal distribution the sample mean is as precise an estimator as
we can get, for the uniform and Cauchy distributions, the sample mean
IS not the best estimator.

For the uniform distribution, the midrange

midrange = (smallest + largest) / 2
Is the best estimator of location. For a Cauchy distribution, the median
Is the best estimator of location.

If the histogram indicates a symmetric, short-tailed distribution, the
recommended next step is to generate a uniform probability plot. If the
uniform probability plot islinear, then the uniform distribution is an
appropriate model for the data.
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1.3.3.14.2. Histogram Interpretation: Symmetric, Non-Normal, Short-Tailed
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1.3.3.14.3. Histogram Interpretation: Symmetric, Non-Normal, Long-Tailed
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The previous example contains a discussion of the distinction between
short-tailed, moderate-tailed, and long-tailed distributions,

In terms of tail length, the histogram shown above would be
characteristic of a"long-tailed" distribution.
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1.3.3.14.3. Histogram Interpretation: Symmetric, Non-Normal, Long-Tailed

Recommended  If the histogram indicates a symmetric, long tailed distribution, the

Next Step recommended next step is to do a Cauchy probability plot. If the
Cauchy probability plot islinear, then the Cauchy distribution is an
appropriate model for the data. Alternatively, a Tukey Lambda PPCC

plot may provide insight into a suitable distributional model for the
data.
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1.3.3.14.4. Histogram Interpretation: Symmetric and Bimodal
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Description of  The mode of a distribution is that value which is most frequently
Bimodal occurring or has the largest probability of occurrence. The sample
mode occurs at the peak of the histogram.

For many phenomena, it is quite common for the distribution of the
response values to cluster around a single mode (unimodal) and then
distribute themsel ves with lesser frequency out into the tails. The
normal distribution is the classic example of aunimodal distribution.

The histogram shown above illustrates data from a bimodal (2 peak)
distribution. The histogram serves as atool for diagnosing problems
such as bimodality. Questioning the underlying reason for
distributional non-unimodality frequently leads to greater insight and
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1.3.3.14.4. Histogram Interpretation: Symmetric and Bimodal

improved deterministic modeling of the phenomenon under study. For
example, for the data presented above, the bimodal histogram is
caused by sinusoidality in the data.

Recommended  If the histogram indicates a symmetric, bimodal distribution, the
Next Step recommended next steps are to:
1. Do arun sequence plot or a scatter plot to check for
sinusoidality.
2. Do alag plot to check for sinusoidality. If thelag plot is
elliptical, then the data are sinusoidal.
3. If the data are sinusoidal, then a spectral plot is used to
graphically estimate the underlying sinusoidal frequency.
4. If the data are not sinusoidal, then a Tukey L ambda PPCC plot
may determine the best-fit symmetric distribution for the data.
5. The datamay be fit with a mixture of two distributions. A
common approach to this case is to fit a mixture of 2 normal or
lognormal distributions. Further discussion of fitting mixtures of
distributions is beyond the scope of this Handbook.
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1.3.3.14.5. Histogram Interpretation: Bimodal Mixture of 2 Normals
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Discussion of The histogram shown above illustrates data from a bimodal (2 peak)
Unimodal and  distribution.

Bimodal . . : : :
In contrast to the previous example, this example illustrates bimodality

due not to an underlying deterministic model, but bimodality due to a
mixture of probability models. In this case, each of the modes appears
to have arough bell-shaped component. One could easily imagine the
above histogram being generated by a process consisting of two
normal distributions with the same standard deviation but with two
different locations (one centered at approximately 9.17 and the other
centered at approximately 9.26). If thisisthe case, then the research
challenge is to determine physically why there are two similar but
Separate sub-processes.
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1.3.3.14.5. Histogram Interpretation: Bimodal Mixture of 2 Normals

Recommended  If the histogram indicates that the data might be appropriately fit with
Next Seps amixture of two normal distributions, the recommended next step is:

Fit the normal mixture model using either least squares or maximum
likelihood. The general normal mixing model is

M =pp, + (1 — p)pa

where p is the mixing proportion (between 0 and 1) and '?l’l and ?52 are
normal probability density functions with location and scale
parameters F1, 1, 2 and T2, respectively. That is, there are 5
parameters to estimate in the fit.

Whether maximum likelihood or least squaresis used, the quality of
the fit is sensitive to good starting values. For the mixture of two
normals, the histogram can be used to provide initial estimates for the
location and scale parameters of the two normal distributions.

Dataplot can generate a least squares fit of the mixture of two normals
with the following sequence of commands:

RELATIVE HISTOGRAM Y
LETY2=YPLOT

LET X2=XPLOT

RETAIN Y2 X2 SUBSET TAGPLOT =1
LET U1 = <estimated value from histogram>
LET SD1 = <estimated value from histogram>
LET U2 = <estimated value from histogram>
LET SD2 = <estimated value from histogram>
LET P=0.5

FIT Y2=NORMXPDF(X2,U1,S1,U2,S2,P)
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1.3.3.14.6. Histogram Interpretation: Skewed (Non-Normal) Right
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Discussion of A symmetric distribution is one in which the 2 "halves' of the

Skewness histogram appear as mirror-images of one another. A skewed
(non-symmetric) distribution is a distribution in which there is no such
mirror-imaging.

For skewed distributions, it is quite common to have onetail of the
distribution considerably longer or drawn out relative to the other tail.
A "skewed right" distribution is one in which thetail is on the right
side. A "skewed left" distribution is one in which thetail is on the left
side. The above histogram is for adistribution that is skewed right.

Skewed distributions bring a certain philosophical complexity to the
very process of estimating a"typical value" for the distribution. To be
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1.3.3.14.6. Histogram Interpretation: Skewed (Non-Normal) Right

Some Causes
for Skewed
Data

specific, suppose that the analyst has a collection of 100 values
randomly drawn from a distribution, and wishes to summarize these
100 observations by a"typical value". What does typical value mean?
If the distribution is symmetric, the typical value is unambiguous-- it is
awell-defined center of the distribution. For example, for a
bell-shaped symmetric distribution, a center point isidentical to that
value at the peak of the distribution.

For a skewed distribution, however, thereis no "center” in the usual
sense of the word. Be that asit may, severa "typical value' metrics are
often used for skewed distributions. The first metric is the mode of the

distribution. Unfortunately, for severely-skewed distributions, the
mode may be at or near the left or right tail of the data and so it seems
not to be a good representative of the center of the distribution. Asa
second choice, one could conceptually argue that the mean (the point
on the horizontal axis where the distributiuon would balance) would
serve well as the typical value. As athird choice, others may argue
that the median (that value on the horizontal axis which has exactly
50% of the datato the left (and also to the right) would serve as a good
typical value.

For symmetric distributions, the conceptual problem disappears
because at the population level the mode, mean, and median are
identical. For skewed distributions, however, these 3 metrics are
markedly different. In practice, for skewed distributions the most
commonly reported typical value is the mean; the next most common
is the median; the least common is the mode. Because each of these 3
metrics reflects a different aspect of "centerness’, it is recommended
that the analyst report at least 2 (mean and median), and preferably all
3 (mean, median, and mode) in summarizing and characterizing a data
Sel.

Skewed data often occur due to lower or upper bounds on the data.
That is, datathat have alower bound are often skewed right while data
that have an upper bound are often skewed left. Skewness can also
result from start-up effects. For example, in reliability applications
some processes may have alarge number of initial failures that could
cause left skewness. On the other hand, areliability process could
have along start-up period where failures are rare resulting in
right-skewed data.

Data collected in scientific and engineering applications often have a
lower bound of zero. For example, failure data must be non-negative.
Many measurement processes generate only positive data. Timeto
occurence and size are common measurements that cannot be less than
zero.
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1.3.3.14.6. Histogram Interpretation: Skewed (Non-Normal) Right

Recommended  If the histogram indicates a right-skewed data set, the recommended
Next Seps next steps are to:

1. Quantitatively summarize the data by computing and reporting
the sample mean, the sample median, and the sample mode.

2. Determine the best-fit distribution (skewed-right) from the
o Welbull family (for the maximum)
o Gammafamily

o Chi-sguare family

o Lognormal family

o Power lognormal family

3. Consider anormalizing transformation such as the Box-Cox
transformation.
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1.3.3.14.7. Histogram Interpretation: Skewed (Non-Symmetric) Left
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1.3.3.14. Histogram

1.3.3.14.7.Histogram Interpretation:
Skewed (Non-Symmetric) Left
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The issues for skewed left data are ssimilar to those for skewed right
data
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1.3.3.14.8. Histogram Interpretation: Symmetric with Outlier
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A symmetric distribution is one in which the 2 "halves" of the
histogram appear as mirror-images of one another. The above example
Is symmetric with the exception of outlying datanear Y = 4.5.

An outlier isadata point that comes from a distribution different (in
location, scale, or distributional form) from the bulk of the data. In the
real world, outliers have arange of causes, from as ssimple as

operator blunders
equipment failures
day-to-day effects
batch-to-batch differences
anomalous input conditions

o~ wbdPRE
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1.3.3.14.8. Histogram Interpretation: Symmetric with Outlier

6. warm-up effects
to more subtle causes such as

1. A changein settings of factors that (knowingly or unknowingly)
affect the response.

2. Natureistrying to tell us something.

Outliers All outliers should be taken seriously and should be investigated

Should be thoroughly for explanations. Automatic outlier-rejection schemes

Investigated (such asthrow out all data beyond 4 sample standard deviations from
the sample mean) are particularly dangerous.

The classic case of automatic outlier rejection becoming automatic
information rejection was the South Pole ozone depl etion problem.
Ozone depletion over the South Pole would have been detected years
earlier except for the fact that the satellite data recording the low
ozone readings had outlier-rejection code that automatically screened
out the "outliers' (that is, the low ozone readings) before the analysis
was conducted. Such inadvertent (and incorrect) purging went on for
years. It was not until ground-based South Pole readings started
detecting low ozone readings that someone decided to double-check as
to why the satellite had not picked up this fact--it had, but it had gotten
thrown out!

The best attitude is that outliers are our "friends’, outliers are trying to
tell us something, and we should not stop until we are comfortablein
the explanation for each outlier.

Recommended  If the histogram shows the presence of outliers, the recommended next
Next Steps steps are:

1. Graphically check for outliers (in the commonly encountered
normal case) by generating a box plot. In general, box plots are
amuch better graphical tool for detecting outliers than are
histograms.

2. Quantitatively check for outliers (in the commonly encountered
normal case) by carrying out Grubbs test which indicates how

many sample standard deviations away from the sample mean
are the data in question. Large valuesindicate outliers.
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1.3.3.15. Lag Plot
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1. Exploratory Data Analysis
1.3. EDA Techniques
1.3.3. Graphical Technigues: Alphabetic

1.3.3.15. Lag Plot

Purpose: A lag plot checks whether a data set or time seriesis random or not.

Check for Random data should not exhibit any identifiable structure in the lag plot.

randomness  Non-random structure in the lag plot indicates that the underlying data
are not random. Several common patterns for lag plots are shown in the
examples below.

Sample Plot
LAG PLOT

20030
20025 - x x
x
20020 - x x
X

20015 — T

20010 ' | - | , . .
2.0010 20015 20020 2.0025 2.0030

Yio

MAVRO._DAT

This sample lag plot exhibits alinear pattern. This shows that the data
are strongly non-random and further suggests that an autoregressive
model might be appropriate.
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1.3.3.15. Lag Plot

Definition

Questions

Importance

Examples

Related
Techniques

Case Study

Software

NIST

SEMATECH

A lag is afixed time displacement. For example, given adata set Yy, Yo
... Yn, Yo and Y7 havelag 5since 7 - 2 = 5. Lag plots can be generated
for any arbitrary lag, athough the most commonly used lag is 1.
A plot of lag 1 isaplot of the values of Y; versus Y;_;

» Vertica axis: Y; for al i

» Horizonta axis: Y;_1 for al i

Lag plots can provide answers to the following questions:
1. Arethe datarandom?
2. Isthere seria correlation in the data?
3. What is asuitable model for the data?
4. Arethere outliersin the data?

Inasmuch as randomness is an underlying assumption for most statistical
estimation and testing techniques, the lag plot should be aroutine tool
for researchers.

Random (\White Noise)
o« Weak autocorrelation
Strong autocorrel ation and autoregressive model

Sinusoidal model and outliers

Autocorrelation Plot

Spectrum
Runs Test

The lag plot is demonstrated in the beam deflection data case study.

Lag plots are not directly available in most general purpose statistical
software programs. Since the lag plot is essentially a scatter plot with
the 2 variables properly lagged, it should be feasible to write a macro for
the lag plot in most statistical programs. Dataplot supports alag plot.
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1.3.3.15.1. Lag Plot: Random Data
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1.3.3.15.1.Lag Plot: Random Data

Lag Plot
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Conclusions  We can make the following conclusions based on the above plot.
1. The data are random.
2. The data exhibit no autocorrelation.
3. The data contain no outliers.

Discussion The lag plot shown aboveisfor lag = 1. Note the absence of structure.
One cannot infer, from a current value Y;_4, the next value Y;. Thusfor a

known value Y;_; on the horizontal axis (say, Yj_.; = +0.5), the Y;-th
value could be virtually anything (from Y; = -2.5to Y; = +1.5). Such
non-association is the essence of randomness.
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1.3.3.15.1. Lag Plot: Random Data
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1.3.3.15.2. Lag Plot: Moderate Autocorrelation
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Conclusions We can make the conclusions based on the above plot.

1. The data are from an underlying autoregressive model with
moderate positive autocorrel ation

2. The data contain no outliers.
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1.3.3.15.2. Lag Plot: Moderate Autocorrelation

Discussion

Recommended
Next Step

NIST
SEMATECH

In the plot above for lag = 1, note how the points tend to cluster (albeit
noisily) along the diagonal. Such clustering is the lag plot signature of
moderate autocorrel ation.

If the process were completely random, knowledge of a current
observation (say Y;_; = 0) would yield virtually no knowledge about

the next observation Y;. If the process has moderate autocorrelation, as
above, and if Yj_; = 0, then the range of possible values for Y; is seen

to be restricted to a smaller range (.01 to +.01). This suggests
prediction is possible using an autoregressive model.

Estimate the parameters for the autoregressive model:
Yi=Ap+ A Y, + E

Since Y;j and Yj_; are precisely the axes of the lag plot, such estimation

iIsalinear regression straight from the lag plot.

The residual standard deviation for the autoregressive model will be
much smaller than the residual standard deviation for the default
model

Y= A+ B
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1.3.3.15.3. Lag Plot: Strong Autocorrelation and Autoregressive Model
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Conclusions We can make the following conclusions based on the above plot.

1. The data come from an underlying autoregressive model with
strong positive autocorrel ation

2. The data contain no outliers.
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1.3.3.15.3. Lag Plot: Strong Autocorrelation and Autoregressive Model

Discussion Note the tight clustering of points along the diagonal. Thisisthe lag
plot signature of a process with strong positive autocorrelation. Such
processes are highly non-random--there is strong association between
an observation and a succeeding observation. In short, if you know
Y;.1 you can make a strong guess as to what Y; will be.

If the above process were completely random, the plot would have a
shotgun pattern, and knowledge of a current observation (say Yj.; = 3)
would yield virtually no knowledge about the next observation Y; (it

could here be anywhere from -2 to +8). On the other hand, if the
process had strong autocorrelation, as seen above, and if Yj_; = 3, then

the range of possible values for Y; is seen to be restricted to a smaller

range (2 to 4)--still wide, but an improvement nonetheless (relative to
-2 to +8) in predictive power.

Recommended  When the lag plot shows a strongly autoregressive pattern and only
Next Step successive observations appear to be correlated, the next steps are to:

1. Extimate the parameters for the autoregressive model:
Yi=Ag+ A +Y  + B

SinceY; and Y;_ are precisely the axes of the lag plot, such
estimation is alinear regression straight from the lag plot.

Theresidual standard deviation for this autoregressive model
will be much smaller than the residual standard deviation for the
default model

Y= Ay + B
2. Reexamine the system to arrive at an explanation for the strong
autocorrelation. Isit due to the
1. phenomenon under study; or
2. drifting in the environment; or

3. contamination from the data acquisition system?

Sometimes the source of the problem is contamination and
carry-over from the data acquisition system where the system
does not have time to electronically recover before collecting
the next data point. If thisis the case, then consider slowing
down the sampling rate to achieve randomness.
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1.3.3.15.4. Lag Plot: Sinusoidal Models and Outliers
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Conclusions We can make the following conclusions based on the above plot.

1. The data come from an underlying single-cycle sinusoidal
model.

2. The data contain three outliers.

Discussion In the plot above for lag = 1, note the tight elliptical clustering of
points. Processes with a single-cycle sinusoidal model will have such
elliptical lag plots.

http://www.itl. nist.gov/div898/handbook/eda/section3/eda33f4.htm (1 of 3) [11/13/2003 5:32:11 PM]


http://www.itl.nist.gov/div898/handbook/search.htm
http://www.itl.nist.gov/div898/handbook/toolaids.htm
http://www.itl.nist.gov/div898/handbook/index.htm

1.3.3.15.4. Lag Plot: Sinusoidal Models and Outliers

Consequences
of Ignoring
Cyclical
Pattern

Unexpected
Value of EDA

If one were to naively assume that the above process came from the
null model

Y = Ay + B
and then estimate the constant by the sample mean, then the analysis
would suffer because

1. the sample mean would be biased and meaningless;

2. the confidence limits would be meaningless and optimistically
small.

The proper model
}E :Cﬂ—ﬂﬂlﬂ(zﬂmiﬂ—ﬁi) +Ei
(where ¢x isthe amplitude, c.! is the frequency--between 0 and .5

cycles per observation--, and ?f' Isthe phase) can be fit by standard
non-linear least sguares, to estimate the coefficients and their

uncertainties.

Thelag plot isalso of value in outlier detection. Note in the above plot
that there appears to be 4 points lying off the ellipse. However, in alag
plot, each point in the original dataset Y shows up twice in the lag
plot--once as Y; and once as Y;_;. Hence the outlier in the upper left at

Y; = 300 is the same raw data value that appears on the far right at ;_;

= 300. Thus (-500,300) and (300,200) are due to the same ouitlier,
namely the 158th data point: 300. The correct value for this 158th
point should be approximately -300 and so it appears that a sign got
dropped in the data collection. The other two points lying off the
ellipse, at roughly (100,100) and at (0,-50), are caused by two faulty
data values: the third data point of -15 should be about +125 and the
fourth data point of +141 should be about -50, respectively. Hence the
4 apparent lag plot outliers are traceable to 3 actual outliersin the
original run sequence: at points 4 (-15), 5 (141) and 158 (300). In
retrospect, only one of these (point 158 (= 300)) is an obvious outlier
in the run sequence plot.

Frequently atechnique (e.g., the lag plot) is constructed to check one
aspect (e.g., randomness) which it does well. Along the way, the
technique also highlights some other anomaly of the data (namely, that
there are 3 outliers). Such outlier identification and removal is
extremely important for detecting irregularities in the data collection
system, and also for arriving at a"purified" data set for modeling. The
lag plot plays an important role in such outlier identification.
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1.3.3.15.4. Lag Plot: Sinusoidal Models and Outliers

Recommended  When the lag plot indicates a sinusoidal model with possible outliers,
Next Sep the recommended next steps are:

1. Do aspectral plot to obtain an initial estimate of the frequency
of the underlying cycle. Thiswill be helpful as a starting value
for the subsequent non-linear fitting.

2. Omit the outliers.
3. Carry out a non-linear fit of the model to the 197 points.

Y; = C +asn (2wt + @) + B,

NIST
SEMATECH
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1.3.3.16. Linear Correlation Plot
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HOME

TOOLS & AIDS |[SEARCH [BACK NEXT]|

1. Exploratory Data Analysis

1.3. EDA Techniques

1.3.3. Graphical Technigues: Alphabetic

1.3.3.16.Linear Correlation Plot

Purpose:
Detect
changesin
correlation
between
groups

Sample Plot

Linear correlation plots are used to assess whether or not correlations
are consistent across groups. That is, if your dataisin groups, you may
want to know if asingle correlation can be used across all the groups or
whether separate correlations are required for each group.

Linear correlation plots are often used in conjunction with linear slope,
linear intercept, and linear residual standard deviation plots. A linear
correlation plot could be generated intialy to seeif linear fitting would
be afruitful direction. If the correlations are high, thisimpliesitis
worthwhile to continue with the linear slope, intercept, and residual
standard deviation plots. If the correlations are weak, a different model
needs to be pursued.

In some cases, you might not have groups. Instead you may have
different data sets and you want to know if the same correlation can be
adequately applied to each of the data sets. In this case, simply think of
each distinct data set as a group and apply the linear slope plot as for
groups.
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1.3.3.16. Linear Correlation Plot

Definition:
Group
Correlations
Versus
Group ID

Questions

I mportance:
Checking
Group
Homogeneity

Related
Techniques

Linear Cormrelation Piot
1 ] :I:‘"'-!--“I'“T“"‘“'T“'I‘“".I“'1-...!,___r_..ug--..l..-!....l

099949
E: J
-
Eﬂ.!ﬂ]ﬂ 7]
5 J
s 09997

09996

09995

T | 1 | 1 | 1 | 1 | T | 1 | 1 | 1
1 3 o) T 9 11 13 15
Bak:h
H=U 12 .DAT

Thislinear correlation plot shows that the correlations are high for all
groups. Thisimpliesthat linear fits could provide a good model for
each of these groups.

Linear correlation plots are formed by:
« Vertical axis: Group correlations
« Horizontal axis. Group identifier
A reference lineis plotted at the correlation between the full data sets.

The linear correlation plot can be used to answer the following
guestions.
1. Arethere linear relationships across groups?

2. Arethe strength of the linear relationships relatively constant
across the groups?

For grouped data, it may be important to know whether the different
groups are homogeneous (i.e., similar) or heterogeneous (i.e., different).
Linear correlation plots help answer this question in the context of
linear fitting.

Linear Intercept Plot

Linear Slope Plot

Linear Residua Standard Deviation Plot
Linear Fitting
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1.3.3.16. Linear Correlation Plot

Case Study The linear correlation plot is demonstrated in the Alaska pipeline data
case study.

Software Most general purpose statistical software programs do not support a
linear correlation plot. However, if the statistical program can generate
correlations over a group, it should be feasible to write a macro to
generate this plot. Dataplot supports alinear correlation plot.
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1.3.3.17. Linear Intercept Plot
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1. Exploratory Data Analysis
1.3. EDA Techniques
1.3.3. Graphical Technigues: Alphabetic

1.3.3.17.Linear Intercept Plot

Purpose: Linear intercept plots are used to graphically assess whether or not
Detect linear fits are consistent across groups. That is, if your data have
changesin groups, you may want to know if asingle fit can be used across al the
linear groups or whether separate fits are required for each group.

intercepts . . . . . : o

between Linear intercept plots are typically used in conjunction with linear slope

groups and linear residual standard deviation plots.

In some cases you might not have groups. Instead, you have different
data sets and you want to know if the same fit can be adequately applied
to each of the data sets. In this case, ssmply think of each distinct data
set as a group and apply the linear intercept plot as for groups.

Sample Plot
Linear Intercept Plot
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Thislinear intercept plot shows that there is a shift in intercepts.
Specificaly, the first three intercepts are lower than the intercepts for
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1.3.3.17. Linear Intercept Plot

Definition:
Group

I nter cepts
Versus
Group ID

Questions

I mportance:
Checking
Group
Homogeneity

Related
Techniques

Case Study

Software

NIST
SEMATECH

the other groups. Note that these are small differencesin the intercepts.

Linear intercept plots are formed by:
« Vertical axis: Group intercepts from linear fits
« Horizontal axis. Group identifier

A reference lineis plotted at the intercept from alinear fit using all the
data.

The linear intercept plot can be used to answer the following questions.
1. Istheintercept from linear fits relatively constant across groups?
2. If the intercepts vary across groups, is there a discernible pattern?

For grouped data, it may be important to know whether the different
groups are homogeneous (i.e., similar) or heterogeneous (i.e., different).
Linear intercept plots help answer this question in the context of linear
fitting.

Linear Correlation Plot

Linear Slope Plot

Linear Residua Standard Deviation Plot
Linear Fitting

The linear intercept plot is demonstrated in the Alaska pipeline data
case study.

Most general purpose statistical software programs do not support a
linear intercept plot. However, if the statistical program can generate
linear fits over agroup, it should be feasible to write amacro to
generate this plot. Dataplot supports alinear intercept plot.
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1.3.3.18. Linear Slope Plot
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1. Exploratory Data Analysis
1.3. EDA Techniques
1.3.3. Graphical Technigues: Alphabetic

1.3.3.18.Linear Slope Plot

Purpose: Linear slope plots are used to graphically assess whether or not linear
Detect fits are consistent across groups. That is, if your data have groups, you
changesin may want to know if asingle fit can be used across all the groups or
linear lopes  whether separate fits are required for each group.

between : : : : : - :

groups Linear slope plots are typically used in conjunction with linear intercept

and linear residual standard deviation plots.

In some cases you might not have groups. Instead, you have different
data sets and you want to know if the same fit can be adequately applied
to each of the data sets. In this case, smply think of each distinct data
set asagroup and apply the linear slope plot as for groups.

Sample Plot
Linear Slope Plot
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Thislinear slope plot shows that the slopes are about 0.174 (plus or
minus 0.002) for all groups. There does not appear to be a pattern in the
variation of the slopes. Thisimpliesthat asingle fit may be adequate.
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1.3.3.18. Linear Slope Plot

Definition:
Group
Sopes
Versus
Group ID

Questions
I mportance:
Checking

Group
Homogeneity

Related
Techniques

Case Sudy

Software

NIST

SEMATECH

Linear slope plots are formed by:
« Vertica axis: Group slopes from linear fits
« Horizontal axis: Group identifier

A reference lineis plotted at the slope from alinear fit using all the
data

The linear slope plot can be used to answer the following questions.
1. Do you get the same slope across groups for linear fits?
2. If the slopes differ, isthere adiscernible pattern in the slopes?

For grouped data, it may be important to know whether the different
groups are homogeneous (i.e., similar) or heterogeneous (i.e., different).
Linear slope plots help answer this question in the context of linear
fitting.

Linear Intercept Plot

Linear Correlation Plot

Linear Residual Standard Deviation Plot
Linear Fitting

The linear slope plot is demonstrated in the Alaska pipeline data case
study.

Most general purpose statistical software programs do not support a
linear slope plot. However, if the statistical program can generate linear
fits over agroup, it should be feasible to write a macro to generate this
plot. Dataplot supports alinear slope plot.
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1.3.3.19. Linear Residual Standard Deviation Plot
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1. Exploratory Data Analysis

1.3. EDA Techniques

1.3.3. Graphical Technigues: Alphabetic

1.3.3.19. Linear Residual Standard

Purpose:
Detect
Changesin
Linear
Residual
Sandard
Deviation
Between
Groups

Deviation Plot

Linear residual standard deviation (RESSD) plots are used to
graphically assess whether or not linear fits are consistent across
groups. That is, if your data have groups, you may want to know if a
single fit can be used across al the groups or whether separate fits are
required for each group.

The residual standard deviation is a goodness-of-fit measure. That is,
the smaller the residual standard deviation, the closer isthefit to the
data

Linear RESSD plots are typically used in conjunction with linear
intercept and linear slope plots. The linear intercept and slope plots

convey whether or not the fits are consistent across groups while the
linear RESSD plot conveys whether the adequacy of the fit is consistent
across groups.

In some cases you might not have groups. Instead, you have different
data sets and you want to know if the same fit can be adequately applied
to each of the data sets. In this case, ssmply think of each distinct data
set asagroup and apply the linear RESSD plot as for groups.
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Sample Plot

Definition:

Group
Residual
Sandard
Deviation
Versus
Group ID

Questions

I mportance:

Checking
Group

Homogeneity

1.3.3.19. Linear Residual Standard Deviation Plot

Linear RESSD Plot
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Thislinear RESSD plot shows that the residual standard deviations
from alinear fit are about 0.0025 for all the groups.

Linear RESSD plots are formed by:
« Vertica axis: Group residual standard deviations from linear fits
« Horizontal axis. Group identifier

A reference lineis plotted at the residual standard deviation from a
linear fit using all the data. This reference line will typically be much
greater than any of the individual residual standard deviations.

The linear RESSD plot can be used to answer the following questions.

1. Istheresidual standard deviation from alinear fit constant across
groups?

2. If theresidual standard deviations vary, isthere adiscernible
pattern across the groups?

For grouped data, it may be important to know whether the different
groups are homogeneous (i.e., similar) or heterogeneous (i.e., different).
Linear RESSD plots help answer this question in the context of linear
fitting.
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1.3.3.19. Linear Residual Standard Deviation Plot

Related
Techniques

Case Study

Software

NIST
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Linear Intercept Plot
Linear Slope Plot
Linear Correlation Plot
Linear Fitting

The linear residual standard deviation plot is demonstrated in the
Alaska pipeline data case study.

Most general purpose statistical software programs do not support a
linear residual standard deviation plot. However, if the statistical
program can generate linear fits over agroup, it should be feasible to
write amacro to generate this plot. Dataplot supports alinear residual

standard deviation plot.
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1.3.3.20. Mean Plot
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1. Exploratory Data Analysis

1.3. EDA Techniques

1.3.3. Graphical Technigues: Alphabetic

1.3.3.20. Mean Plot

Purpose:
Detect
changesin
location
between
groups

Mean plots are used to see if the mean varies between different groups
of the data. The grouping is determined by the analyst. In most cases,
the data set contains a specific grouping variable. For example, the
groups may be the levels of afactor variable. In the sample plot below,
the months of the year provide the grouping.

Mean plots can be used with ungrouped data to determine if the mean is
changing over time. In this case, the data are split into an arbitrary
number of equal-sized groups. For example, a data series with 400
points can be divided into 10 groups of 40 points each. A mean plot can
then be generated with these groups to see if the mean isincreasing or
decreasing over time.

Although the mean is the most commonly used measure of location, the
same concept applies to other measures of location. For example,
instead of plotting the mean of each group, the median or the trimmed

mean might be plotted instead. This might be done if there were

significant outliers in the data and a more robust measure of location
than the mean was desired.

Mean plots are typically used in conjunction with standard deviation
plots. The mean plot checks for shiftsin location while the standard

deviation plot checksfor shiftsin scale.
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1.3.3.20. Mean Plot

Sample Plot
Mean Plot

Eﬂﬂj
210
200
190 -
180 ]
170 7
160
150
140
130

Mean Rk

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 2 3 4 5 6 7 & 9 1011 12
Month

DRAFTES.DAT

This sample mean plot shows a shift of location after the 6th month.

Definition: Mean plots are formed by:

Group « Vertical axis: Group mean

\I\;Ieera szz « Horizontal axis: Group identifier

Group ID A referencelineis plotted at the overall mean.

Questions The mean plot can be used to answer the following questions.

1. Arethere any shiftsin location?
2. What is the magnitude of the shiftsin location?
3. Isthere adistinct pattern in the shiftsin location?

Importance:. A common assumption in 1-factor analysesis that of constant |ocation.

Checking That is, the location is the same for different levels of the factor

Assumptions  variable. The mean plot provides a graphical check for that assumption.
A common assumption for univariate datais that the location is
constant. By grouping the data into equal intervals, the mean plot can
provide a graphical test of this assumption.

Related Standard Deviation Plot
Techniques  Dex Mean Plot
Box Plot
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1.3.3.20. Mean Plot

Software Most general purpose statistical software programs do not support a
mean plot. However, if the statistical program can generate the mean
over agroup, it should be feasible to write a macro to generate this plot.
Datapl ot supports a mean plot.
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1.3.3.21. Normal Probability Plot
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1.3.3. Graphical Technigues: Alphabetic

1.3.3.21.Normal Probability Plot

Purpose: The normal probability plot (Chambers 1983) is agraphical technique
Check If Data  for assessing whether or not a data set is approximately normally
Are distributed.

Approximately

Normally The data are plotted against a theoretical normal distribution in such a

Distributed way that the points should form an approximate straight line.
Departures from this straight line indicate departures from normality.
The normal probability plot is a specia case of the probability plot.
We cover the normal probability plot separately due to itsimportance
in many applications.

Sample Plot

Hormal Probability Plot

Ordered Response
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The points on this plot form a nearly linear pattern, which indicates
that the normal distribution is agood model for this data set.
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1.3.3.21. Normal Probability Plot

Definition:
Ordered
Response
Values Versus
Normal Order
Satistic
Medians

Questions

The normal probability plot isformed by:
« Vertica axis: Ordered response values
o Horizontal axis: Normal order statistic medians

The observations are plotted as a function of the corresponding normal
order statistic medians which are defined as:

N(i) = G(U(i))
where U(i) are the uniform order statistic medians (defined below) and
G isthe percent point function of the normal distribution. The percent
point function is the inverse of the cumulative distribution function
(probability that x islessthan or equal to somevalue). That is, given a
probability, we want the corresponding x of the cumulative
distribution function.

The uniform order statistic medians are defined as:
m(i)=21-m(n)fori=1
m(i) = (i - 0.3175)/(n+ 0.365) fori =2, 3, ..., n-1
m(i) = 0.5(n fori =n

In addition, a straight line can be fit to the points and added as a
reference line. The further the points vary from thisline, the greater
the indication of departures from normality.

Probability plotsfor distributions other than the normal are computed

in exactly the same way. The normal percent point function (the G) is
simply replaced by the percent point function of the desired
distribution. That is, a probability plot can easily be generated for any
distribution for which you have the percent point function.

One advantage of this method of computing probability plotsis that
the intercept and slope estimates of the fitted line are in fact estimates
for the location and scale parameters of the distribution. Although this
Is not too important for the normal distribution since the location and
scale are estimated by the mean and standard deviation, respectively, it
can be useful for many other distributions.

The correlation coefficient of the points on the normal probability plot
can be compared to atable of critical valuesto provide aformal test of

the hypothesis that the data come from a normal distribution.

The normal probability plot is used to answer the following questions.
1. Arethe datanormally distributed?

2. What is the nature of the departure from normality (data
skewed, shorter than expected tails, longer than expected tails)?
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1.3.3.21. Normal Probability Plot

I mportance:
Check
Normality
Assumption

Examples

Related
Techniques

Case Study

Software

NIST
SEMATECH

The underlying assumptions for a measurement process are that the
data should behave like:

1. random drawings,

2. from afixed distribution;
3. with fixed location;

4. with fixed scale.

Probability plots are used to assess the assumption of afixed
distribution. In particular, most statistical models are of the form:
response = deterministic + random
where the deterministic part is the fit and the random part iserror. This
error component in most common statistical modelsis specifically
assumed to be normally distributed with fixed location and scale. This
IS the most frequent application of normal probability plots. That is, a
model isfit and a normal probability plot is generated for the residuals
from the fitted model. If the residuals from the fitted model are not
normally distributed, then one of the major assumptions of the model
has been violated.

1. Dataare normally distributed
2. Datahavefat tails

3. Data have short tails

4. Dataare skewed right

Histogram
Probability plots for other distributions (e.g., Weibull)

Probability plot correlation coefficient plot (PPCC plot)
Anderson-Darling Goodness-of-Fit Test

Chi-Square Goodness-of-Fit Test
Kolmogorov-Smirnov Goodness-of-Fit Test

The normal probability plot is demonstrated in the heat flow meter
data case study.

Most general purpose statistical software programs can generate a
normal probability plot. Dataplot supports a normal probability plot.
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1.3.3.21.1. Normal Probability Plot: Normally Distributed Data

P ENGINEERING STATISTICS HANDBOOK
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1. Exploratory Data Analysis

1.3. EDA Techniques

1.3.3. Graphical Techniques: Alphabetic
1.3.3.21. Normal Probability Plot

1.3.3.21.1.Normal Probability Plot:
Normally Distributed Data

Normal The following normal probability plot isfrom the heat flow meter data.
Probability
Plot
HEAT FLOW METER DATA
94
9.35 -
9.3
E 925 -
92 o
915 -
91 y T y T y T T | p—
3 2 -1 0 1 2 3
Theoretical
CORRELATION = 0999, INTERCEPT = 9.2615, SLOPE =0.023

Conclusions  We can make the following conclusions from the above plot.

1. The normal probability plot shows a strongly linear pattern. There
are only minor deviations from the line fit to the points on the
probability plot.

2. The normal distribution appears to be agood model for these
data.
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1.3.3.21.1. Normal Probability Plot: Normally Distributed Data

Discussion Visually, the probability plot shows a strongly linear pattern. Thisis
verified by the correlation coefficient of 0.9989 of the linefit to the
probability plot. The fact that the points in the lower and upper extremes
of the plot do not deviate significantly from the straight-line pattern
indicates that there are not any significant outliers (relative to anormal
distribution).

In this case, we can quite reasonably conclude that the normal
distribution provides an excellent model for the data. The intercept and
slope of thefitted line give estimates of 9.26 and 0.023 for the location
and scale parameters of the fitted normal distribution.

NIST
SEMATECH
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1.3.3.21.2. Normal Probability Plot: Data Have Short Tails
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1. Exploratory Data Analysis

1.3. EDA Techniques

1.3.3. Graphical Technigues: Alphabetic

1.3.3.21. Normal Probability Plot

1.3.3.21.2.Normal Probability Plot: Data

Normal
Probability
Plot for
Data with
Short Tails

Conclusions

Have Short Talils

The following isanormal probability plot for 500 random numbers
generated from a Tukey-Lambda distribution with the A parameter equal
to 1.1.

TUKEY LAMBDA RANDOM NUMBERS (LAMBDA =1.1)
1

00

05

P

0.5

X

-1 y T y T y T — 1 r T

3 2 -1 0 1 2 3
Theoretical

CORRELATION = 05977, INTERCEPT = 00222, SLOPE = 05173

We can make the following conclusions from the above plot.
1. The normal probability plot shows a non-linear pattern.
2. The normal distribution is not a good model for these data.
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1.3.3.21.2. Normal Probability Plot: Data Have Short Tails

Discussion

NIST
SEMATECH

For data with short tails relative to the normal distribution, the
non-linearity of the normal probability plot shows up in two ways. First,
the middle of the data shows an S-like pattern. Thisis common for both
short and long tails. Second, the first few and the last few points show a
marked departure from the reference fitted line. In comparing this plot
to the long taill example in the next section, the important differenceis
the direction of the departure from the fitted line for the first few and
last few points. For short tails, the first few points show increasing
departure from the fitted line above the line and last few points show
increasing departure from the fitted line below the line. For long tails,
this pattern is reversed.

In this case, we can reasonably conclude that the normal distribution
does not provide an adequate fit for this data set. For probability plots
that indicate short-tailed distributions, the next step might be to generate
a Tukey Lambda PPCC plot. The Tukey Lambda PPCC plot can often

be helpful in identifying an appropriate distributional family.
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1.3.3.21.3. Normal Probability Plot: Data Have Long Tails
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1. Exploratory Data Analysis

1.3. EDA Techniques

1.3.3. Graphical Techniques: Alphabetic
1.3.3.21. Normal Probability Plot

1.3.3.21.3.Normal Probability Plot: Data
Have Long Tails

Normal The following isanormal probability plot of 500 numbers generated
Probability from a double exponential distribution. The double exponential
Plot for distribution is symmetric, but relative to the normal it declines rapidly
Data with and has longer tails.
Long Tails
DOUBLE EXPONENTIAL RANDOM NUMBERS
10
5 . nﬂ{' :l_,_,-
8 o
_5 _ a
-10 ' | ' | ' | — T r T
3 2 -1 0 1 2 3
Theoretical
CORRELATION =0.9693, INTERCEPT = 0.0273, SLOPE =1.3439

Conclusions  We can make the following conclusions from the above plot.

1. The normal probability plot shows areasonably linear pattern in
the center of the data. However, the tails, particularly the lower
tail, show departures from the fitted line.

2. A distribution other than the normal distribution would be a good
model for these data.
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1.3.3.21.3. Normal Probability Plot: Data Have Long Tails

Discussion

NIST
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For data with long tails relative to the normal distribution, the
non-linearity of the normal probability plot can show up in two ways.
First, the middle of the data may show an S-like pattern. Thisis
common for both short and long tails. In this particular case, the S
pattern in the middie is fairly mild. Second, the first few and the last few
points show marked departure from the reference fitted line. In the plot
above, thisis most noticeable for the first few data points. In comparing
this plot to the short-tail example in the previous section, the important
difference isthe direction of the departure from the fitted line for the
first few and the last few points. For long tails, the first few points show
increasing departure from the fitted line below the line and last few
points show increasing departure from the fitted line above the line. For
short tails, this pattern is reversed.

In this case we can reasonably conclude that the normal distribution can
be improved upon as a model for these data. For probability plots that
indicate long-tailed distributions, the next step might be to generate a
Tukey L ambda PPCC plot. The Tukey Lambda PPCC plot can often be

helpful in identifying an appropriate distributional family.
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1.3.3.21.4. Normal Probability Plot: Data are Skewed Right
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1. Exploratory Data Analysis

1.3. EDA Techniques

1.3.3. Graphical Techniques: Alphabetic
1.3.3.21. Normal Probability Plot

1.3.3.21.4.Normal Probability Plot: Data are
Skewed Right

Normal

Probability 200 SUNSPOT DATA

Plot for
Data that
are kewed
Right

-4 -3 2 -1 0 1 2 3 4
Theoretical
CORRELATION = 0.9568, INTERCEPT = 46.0243, SLOPE =36.6417

Conclusions  We can make the following conclusions from the above plot.

1. The normal probability plot shows a strongly non-linear pattern.
Specifically, it shows a quadratic pattern in which all the points
are below areference line drawn between the first and last points.

2. The normal distribution is not a good model for these data.
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1.3.3.21.4. Normal Probability Plot: Data are Skewed Right

Discussion This quadratic pattern in the normal probability plot is the signature of a
significantly right-skewed data set. Similarly, if al the points on the
normal probability plot fell above the reference line connecting the first
and last points, that would be the signature pattern for a significantly
left-skewed data set.

In this case we can quite reasonably conclude that we need to model
these data with aright skewed distribution such as the Weibull or

lognormal.
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1.3.3.22. Probability Plot
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1. Exploratory Data Analysis

1.3. EDA Techniques

1.3.3. Graphical Technigues: Alphabetic

1.3.3.22.Probability Plot

Purpose:
Check If
Data Follow
a Given
Distribution

The probability plot (Chambers 1983) is a graphical technique for

assessing whether or not a data set follows a given distribution such as
the normal or Weibull.

The data are plotted against a theoretical distribution in such away that
the points should form approximately a straight line. Departures from
this straight line indicate departures from the specified distribution.

The correlation coefficient associated with the linear fit to the datain
the probability plot is a measure of the goodness of the fit. Estimates of
the |ocation and scale parameters of the distribution are given by the

intercept and slope. Probability plots can be generated for several
competing distributions to see which provides the best fit, and the
probability plot generating the highest correlation coefficient is the best
choice since it generates the straightest probability plot.

For distributions with shape parameters (not counting location and

scale parameters), the shape parameters must be known in order to
generate the probability plot. For distributions with a single shape
parameter, the probability plot correlation coefficient (PPCC) plot

provides an excellent method for estimating the shape parameter.

We cover the specia case of the normal probability plot separately due
to itsimportance in many statistical applications.
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1.3.3.22. Probability Plot

Sample Plot

Definition:
Ordered
Response
Values
Versus Order
Satistic
Medians for
the Given
Distribution

Weibull Probability Plot

3_
25
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%2_
'51.5_
3
05

0+— 1T T 717 T T 1

0 05 1 15 2 245 3

Weibull Order Statistic Medians

Thisdatais aset of 500 Weibull random numbers with a shape

parameter = 2, location parameter = 0, and scale parameter = 1. The
Weibull probability plot indicates that the Weibull distribution does in
fact fit these datawell.

The probability plot isformed by:
« Vertical axis: Ordered response values
« Horizontal axis: Order statistic medians for the given distribution

The order statistic medians are defined as:

N(i) = G(U(i))
where the U(i) are the uniform order statistic medians (defined below)
and G isthe percent point function for the desired distribution. The
percent point function isthe inverse of the cumulative distribution
function (probability that x is less than or equal to some value). That is,

given a probability, we want the corresponding x of the cumulative
distribution function.

The uniform order statistic medians are defined as:
m(i)=1-m(n)fori=1
m(i) = (i - 0.3175)/(n+ 0.365) fori =2, 3, ..., n-1
m(i) = 0.5**(1/n) fori =n

In addition, a straight line can be fit to the points and added as a
reference line. The further the points vary from thisline, the greater the
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1.3.3.22. Probability Plot

Questions

I mportance:
Check
distributional
assumption

Related
Techniques

Case Sudy

Software

indication of a departure from the specified distribution.

This definition implies that a probability plot can be easily generated
for any distribution for which the percent point function can be
computed.

One advantage of this method of computing proability plotsisthat the
intercept and slope estimates of the fitted line are in fact estimates for
the location and scale parameters of the distribution. Although thisis
not too important for the normal distribution (the location and scale are
estimated by the mean and standard deviation, respectively), it can be
useful for many other distributions.

The probability plot is used to answer the following questions:

« Doesagiven distribution, such as the Weibull, provide a good fit
to my data?
o What distribution best fits my data?

« What are good estimates for the location and scale parameters of
the chosen distribution?

The discussion for the normal probability plot covers the use of
probability plots for checking the fixed distribution assumption.

Some statistical models assume data have come from a population with
a specific type of distribution. For example, in reliability applications,
the Weibull, lognormal, and exponential are commonly used
distributional models. Probability plots can be useful for checking this
distributional assumption.

Histogram
Probability Plot Correlation Coefficient (PPCC) Plot

Hazard Plot

Quantile-Quantile Plot
Anderson-Darling Goodness of Fit
Chi-Sguare Goodness of Fit
Kolmogorov-Smirnov Goodness of Fit

The probability plot is demonstrated in the airplane glass failure time
data case study.

Most genera purpose statistical software programs support probability
plots for at least afew common distributions. Dataplot supports

probability plots for alarge number of distributions.
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1.3.3.22. Probability Plot
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1.3.3.23. Probability Plot Correlation Coefficient Plot
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1. Exploratory Data Analysis

1.3. EDA Techniques

1.3.3. Graphical Technigues: Alphabetic

1.3.3.23. Probability Plot Correlation

Purpose:
Graphical
Technique for
Finding the
Shape
Parameter of
a
Distributional
Family that
Best Fitsa
Data Set

Coefficient Plot

The probability plot correlation coefficient (PPCC) plot (Filliben
1975) isagraphical technique for identifying the shape parameter for
adistributional family that best describes the data set. This technique
Is appropriate for families, such asthe Weibull, that are defined by a
single shape parameter and |ocation and scale parameters, and it is not

appropriate for distributions, such as the normal, that are defined only
by location and scale parameters.

The PPCC plot is generated as follows. For a series of values for the
shape parameter, the correlation coefficient is computed for the
probability plot associated with a given value of the shape parameter.
These correlation coefficients are plotted against their corresponding
shape parameters. The maximum correlation coefficient corresponds
to the optimal value of the shape parameter. For better precision, two
iterations of the PPCC plot can be generated; thefirst isfor finding
the right neighborhood and the second is for fine tuning the estimate.

The PPCC plot is used first to find a good value of the shape
parameter. The probability plot isthen generated to find estimates of

the location and scale parameters and in addition to provide a
graphical assessment of the adequacy of the distributional fit.
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1.3.3.23. Probability Plot Correlation Coefficient Plot

Compare
Distributions

Tukey-Lambda
PPCC Plot for
Symmetric
Distributions

In addition to finding a good choice for estimating the shape
parameter of a given distribution, the PPCC plot can be useful in
deciding which distributional family is most appropriate. For example,
given a set of reliabilty data, you might generate PPCC plots for a
Welbull, lognormal, gamma, and inverse Gaussian distributions, and
possibly others, on a single page. This one page would show the best
value for the shape parameter for severa distributions and would
additionally indicate which of these distributional families provides
the best fit (as measured by the maximum probability plot correlation
coefficient). That is, if the maximum PPCC value for the Weibull is
0.99 and only 0.94 for the lognormal, then we could reasonably
conclude that the Weibull family is the better choice.

The Tukey Lambda PPCC plot, with shape parameter A, is
particularly useful for symmetric distributions. It indicates whether a
distribution is short or long tailed and it can further indicate severa
common distributions. Specifically,

1. A =-1: distribution is approximately Cauchy
2. A =0: distribution is exactly logistic

3. A =0.14: distribution is approximately normal
4. A =0.5: distribution is U-shaped

5. A =1: distribution is exactly uniform

If the Tukey Lambda PPCC plot gives a maximum value near 0.14,
we can reasonably conclude that the normal distribution is a good
model for the data. If the maximum valueislessthan 0.14, a
long-tailed distribution such as the double exponential or logistic
would be a better choice. If the maximum valueis near -1, thisimplies
the selection of very long-tailed distribution, such as the Cauchy. If
the maximum value is greater than 0.14, thisimplies a short-tailed
distribution such as the Beta or uniform.

The Tukey-Lambda PPCC plot is used to suggest an appropriate
distribution. Y ou should follow-up with PPCC and probability plots of
the appropriate alternatives.
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1.3.3.23. Probability Plot Correlation Coefficient Plot

Use
Judgement
When
Selecting An
Appropriate
Distributional
Family

Sample Plot

When comparing distributional models, do not ssmply choose the one
with the maximum PPCC value. In many cases, severa distributional
fits provide comparable PPCC values. For example, alognormal and
Welbull may both fit a given set of reliability data quite well.
Typicaly, we would consider the complexity of the distribution. That
Is, asmpler distribution with a marginally smaller PPCC value may
be preferred over a more complex distribution. Likewise, there may be
theoretical justification in terms of the underlying scientific model for
preferring a distribution with a marginally smaller PPCC valuein
some cases. |n other cases, we may not need to know if the
distributional model is optimal, only that it is adequate for our
purposes. That is, we may be able to use techniques designed for
normally distributed data even if other distributionsfit the data
somewhat better.

Thefollowing isa PPCC plot of 100 normal random numbers. The
maximum value of the correlation coefficient = 0.997 at A = 0.099.

_ {Tukey) PPCC Plot
] 17 :IIIIIIIIIIIII::::::::II
n I
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- I
5 08 .
5 07 .
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-2 -1 a 1 2
Tukey Distribution Tail Length {Lambxia)
NORMAL DAT

This PPCC plot shows that:
1. the best-fit symmetric distribution is nearly normal;
2. the dataare not long tailed;
3. the sample mean would be an appropriate estimator of location.

We can follow-up this PPCC plot with anormal probability plot to
verify the normality model for the data.
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1.3.3.23. Probability Plot Correlation Coefficient Plot

Definition:

Questions

Importance

Related
Techniques

Case Study

Software

NIST

SEMATECH

The PPCC plot isformed by:
« Vertica axis: Probability plot correlation coefficient;
« Horizontal axis: Vaue of shape parameter.

The PPCC plot answers the following questions:

1. What isthe best-fit member within a distributional family?

2. Doesthe best-fit member provide a good fit (in terms of
generating a probability plot with a high correlation
coefficient)?

3. Doesthisdistributional family provide a good fit compared to
other distributions?

4. How sensitive is the choice of the shape parameter?

Many statistical analyses are based on distributional assumptions
about the population from which the data have been obtained.
However, distributional families can have radically different shapes
depending on the value of the shape parameter. Therefore, finding a
reasonabl e choice for the shape parameter is a necessary step in the
anaysis. In many analyses, finding a good distributional model for the
dataisthe primary focus of the analysis. In both of these cases, the
PPCC plot isavaluable tool.

Probability Plot

Maximum Likelihood Estimation
L east Squares Estimation
Method of Moments Estimation

The PPCC plot is demonstrated in the airplane glass failure data case
study.

PPCC plots are currently not available in most common general
purpose statistical software programs. However, the underlying
technique is based on probability plots and correlation coefficients, so
it should be possible to write macros for PPCC plots in statistical
programs that support these capabilities. Dataplot supports PPCC

plots.
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1.3.3.24. Quantile-Quantile Plot
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1. Exploratory Data Analysis

1.3. EDA Techniques

1.3.3. Graphical Technigues: Alphabetic

1.3.3.24. Quantile-Quantile Plot

Purpose:
Check If
Two Data
Sets Can Be
Fit With the
Same
Distribution

The quantile-quantile (g-q) plot isagraphical technique for determining
if two data sets come from populations with a common distribution.

A g-q plot isaplot of the quantiles of the first data set against the
quantiles of the second data set. By a quantile, we mean the fraction (or
percent) of points below the given value. That is, the 0.3 (or 30%)
guantile is the point at which 30% percent of the datafall below and
70% fall above that value.

A 45-degree reference line is also plotted. If the two sets come from a
population with the same distribution, the points should fall
approximately along this reference line. The greater the departure from
this reference line, the greater the evidence for the conclusion that the
two data sets have come from populations with different distributions.

The advantages of the g-q plot are:
1. The sample sizes do not need to be equal.

2. Many distributional aspects can be simultaneously tested. For
example, shiftsin location, shiftsin scale, changesin symmetry,
and the presence of outliers can all be detected from this plot. For
example, if the two data sets come from populations whose
distributions differ only by a shift in location, the points should lie
along a straight line that is displaced either up or down from the
45-degree reference line.

The g-q plot issimilar to a probability plot. For a probability plot, the

guantiles for one of the data samples are replaced with the quantiles of a
theoretical distribution.
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1.3.3.24. Quantile-Quantile Plot

Sample Plot

Definition:
Quantiles
for Data Set
1 Versus
Quantiles of
Data Set 2

CH Plot

300 400 500 600 700 800 SO
Batch 2

JAHANME. DAT

This g-q plot shows that

1. These 2 batches do not appear to have come from populations
with acommon distribution.

2. The batch 1 values are significantly higher than the corresponding
batch 2 values.

3. Thedifferences are increasing from values 525 to 625. Then the
values for the 2 batches get closer again.

The g-q plot isformed by:
« Vertical axis: Estimated quantiles from data set 1
« Horizontal axis: Estimated quantiles from data set 2

Both axes are in units of their respective data sets. That is, the actual
guantile level is not plotted. For a given point on the g-g plot, we know
that the quantile level is the same for both points, but not what that
quantile level actually is.

If the data sets have the same size, the g-q plot is essentially a plot of
sorted data set 1 against sorted data set 2. If the data sets are not of equal
size, the quantiles are usually picked to correspond to the sorted values
from the smaller data set and then the quantiles for the larger data set are
Interpolated.
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1.3.3.24. Quantile-Quantile Plot

Questions The g-qg plot is used to answer the following questions:

« Do two data sets come from populations with acommon
distribution?

« Do two data sets have common location and scale?
« Do two data sets have similar distributional shapes?
o Do two data sets have similar tail behavior?

Importance:  When there are two data samples, it is often desirable to know if the

Check for assumption of acommon distribution isjustified. If so, then location and

Common scale estimators can pool both data sets to obtain estimates of the

Distribution ~ common location and scale. If two samples do differ, it isalso useful to
gain some understanding of the differences. The g-q plot can provide
more insight into the nature of the difference than analytical methods
such as the chi-sgquare and Kolmogorov-Smirnov 2-sample tests.

Related Bihistogram
Techniques T Test
FTest

2-Sample Chi-Square Test
2-Sample Kolmogorov-Smirnov Test

Case Study The quantile-quantile plot is demonstrated in the ceramic strength data
case study.

Software Q-Q plots are available in some general purpose statistical software
programs, including Dataplot. If the number of data pointsin the two

samples are equal, it should be relatively easy to write a macro in
statistical programs that do not support the g-q plot. If the number of
points are not equal, writing a macro for a g-q plot may be difficult.

NIST
SEMATECH
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1.3.3.25. Run-Sequence Plot
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1. Exploratory Data Analysis
1.3. EDA Techniques
1.3.3. Graphical Technigues: Alphabetic

1.3.3.25.Run-Sequence Plot

Purpose: Run sequence plots (Chambers 1983) are an easy way to graphically
Check for summarize a univariate data set. A common assumption of univariate
Shiftsin data sets is that they behave like:
Location 1. random drawings;
and Scale : o
and Outliers 2. from afixed distribution;
3. with acommon location; and
4. with acommon scale.
With run sequence plots, shiftsin location and scale are typically quite
evident. Also, outliers can easily be detected.
Sample
Plot: PLOTY
2.0030
Last Third |
of Data oz
Shows a 2.0026 L
Shift of 3 x x
Location §2.0022- .
= II III
E X IX X
EE_{I_HB XEEXx ix
: * * * X x X E
2_m14 X X I KX
2.0010 T T T T y T T | v |
0 10 20 30 40 50
Index

This sample run sequence plot shows that the location shifts up for the
last third of the data.
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Definition:
y(i) Versusi

Questions

I mportance:
Check
Univariate
Assumptions

Related
Techniques

Case Study

Software

NIST

SEMATECH

1.3.3.25. Run-Sequence Plot

Run sequence plots are formed by:
« Vertica axis. Response variable Y (i)
o Horizontal axis: Indexi (i=1,2,3,...)

The run sequence plot can be used to answer the following questions
1. Arethere any shiftsin location?
2. Arethere any shiftsin variation?
3. Arethere any outliers?

The run sequence plot can aso give the analyst an excellent feel for the
data.

For univariate data, the default moddl is
Y = constant + error

where the error is assumed to be random, from a fixed distribution, and
with constant location and scale. The validity of this model depends on
the validity of these assumptions. The run sequence plot is useful for
checking for constant location and scale.

Even for more complex models, the assumptions on the error term are
still often the same. That is, a run sequence plot of the residuals (even
from very complex models) is still vital for checking for outliers and for
detecting shiftsin location and scale.

Scatter Plot

Histogram
Autocorrelation Plot

Lag Plot

The run sequence plot is demonstrated in the Filter transmittance data
case study.

Run sequence plots are available in most general purpose statistical
software programs, including Datapl ot.
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1.3.3.26. Scatter Plot
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1. Exploratory Data Analysis
1.3. EDA Techniques
1.3.3. Graphical Technigues: Alphabetic

1.3.3.26. Scatter Plot

Purpose: A scatter plot (Chambers 1983) reveals relationships or association

Check for between two variables. Such relationships manifest themselves by any

Relationship  non-random structure in the plot. Various common types of patterns are
demonstrated in the examples.

Sample
Linear ap
Relationship |m a0 x
Between = ; 1
Variables Y E 707 -
and X w 607 i} x
% 507 .
ﬁ 40 4 1;
S 307 . I L
E 207 :g x
E 10 g =
0]
—71 r 1 rr1rrr1r7r1r7r1rr1rrr1r 171711
0 10 20 30 40 50 60 70 80 90
In-lab Crack Size Heading
BERGER1 .DAT
This sample plot reveals alinear relationship between the two variables
indicating that alinear regression model might be appropriate.
Definition: A scatter plot isaplot of the values of Y versus the corresponding

Y Versus X values of X:
« Vertica axis: variable Y--usually the response variable

« Horizontal axis: variable X--usually some variable we suspect
may ber related to the response
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1.3.3.26. Scatter Plot

Questions

Examples

Combining
Scatter Plots

Causality Is
Not Proved
By
Association

Scatter plots can provide answers to the following questions:
1. ArevariablesX and Y related?

Arevariables X and Y linearly related?

Arevariables X and Y non-linearly related?

Doesthevariationin Y change depending on X?

Arethere outliers?

o bk~ DN

No relationship
Strong linear (positive correlation)

Strong linear (negative correlation)

Exact linear (positive correlation)

Quadratic relationship

Exponential relationship

Sinusoidal relationship (damped)

Variation of Y doesn't depend on X (homoscedastic)
Variation of Y does depend on X (heteroscedastic)
Outlier

© © N g s~ wWwDdNPRE

=
o

Scatter plots can also be combined in multiple plots per page to help
understand higher-level structure in data sets with more than two
variables.

The scatterplot matrix generates all pairwise scatter plots on asingle
page. The conditioning plot, also called a co-plot or subset plot,

generates scatter plots of Y versus X dependent on the value of athird
variable.

The scatter plot uncovers relationshipsin data. "Relationships’ means
that there is some structured association (linear, quadratic, etc.) between
X and Y. Note, however, that even though

causality implies association

association does NOT imply causality.

Scatter plots are a useful diagnostic tool for determining association, but
If such association exists, the plot may or may not suggest an underlying
cause-and-effect mechanism. A scatter plot can never "prove" cause and
effect--it is ultimately only the researcher (relying on the underlying
science/engineering) who can conclude that causality actually exists.
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1.3.3.26. Scatter Plot

Appearance

Related
Techniques

Case Study

Software

NIST
SEMATECH

The most popular rendition of a scatter plot is
1. some plot character (e.g., X) at the data points, and
2. no line connecting data points.

Other scatter plot format variants include
1. an optional plot character (e.g, X) at the data points, but
2. asolid line connecting data points.

In both cases, the resulting plot isreferred to as a scatter plot, although
the former (discrete and disconnected) is the author's personal
preference since nothing makes it onto the screen except the data--there
are no interpolative artifacts to bias the interpretation.

Run Seguence Plot
Box Plot
Block Plot

The scatter plot is demonstrated in the |load cell calibration data case
study.

Scatter plots are afundamental technique that should be available in any
general purpose statistical software program, including Dataplot. Scatter

plots are also available in most graphics and spreadsheet programs as
well.
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1.3.3.26.1. Scatter Plot: No Relationship
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1.3.3. Graphical Technigues: Alphabetic

1.3.3.26. Scatter Plot

1.3.3.26.1. Scatter Plot: No Relationship

Scatter Plot
with No
Relationship

Discussion
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SCATTER PLOT
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Note in the plot above how for agiven value of X (say X =0.5), the
corresponding values of Y range all over the placefromY =-2to Y = +2.
The sameistrue for other values of X. Thislack of predictablility in
determining Y from agiven value of X, and the associated amorphous,
non-structured appearance of the scatter plot leads to the summary
conclusion: no relationship.
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1.3.3.26.2. Scatter Plot: Strong Linear (positive correlation) Relationship
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1.3.3.26.2. Scatter Plot: Strong Linear
(positive correlation)
Relationship

Scatter Plot
Showing . SCATTER PLOT
Strong
Ppsutlve 35
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Discussion Note in the plot above how a straight line comfortably fits through the

data; hence alinear relationship exists. The scatter about the lineis quite

small, so thereisastrong linear relationship. The slope of thelineis

positive (small values of X correspond to small values of Y; large values

of X correspond to large values of Y), so thereis a positive co-relation

(that is, a positive correlation) between X and Y.
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1.3.3.26.3. Scatter Plot: Strong Linear (negative correlation) Relationship
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1.3.3.26.3. Scatter Plot: Strong Linear

Scatter Plot
Showing a
Strong
Negative
Correlation

Discussion
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(negative correlation)
Relationship

SCATTER PLOT
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Note in the plot above how a straight line comfortably fits through the
data; hence there isalinear relationship. The scatter about thelineis
quite small, so thereis a strong linear relationship. The slope of the line
Is negative (small values of X correspond to large values of Y; large
values of X correspond to small values of Y), so there is a negative
co-relation (that is, a negative correlation) between X and Y.
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1.3.3.26.4. Scatter Plot: Exact Linear (positive correlation) Relationship
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Note in the plot above how a straight line comfortably fits through the
data; hence there isalinear relationship. The scatter about thelineis
zero--there is perfect predictability between X and Y), so thereisan
exact linear relationship. The slope of theline is positive (small values
of X correspond to small values of Y; large values of X correspond to
large values of Y), so there is a positive co-relation (that is, a positive
correlation) between X and Y.
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Discussion Note in the plot above how no imaginable simple straight line could
ever adequately describe the relationship between X and Y--a curved (or
curvilinear, or non-linear) function is needed. The simplest such
curvilinear function is a quadratic model

Yi=A+BX;+CX} +E

for some A, B, and C. Many other curvilinear functions are possible, but
the data analysis principle of parsimony suggests that we try fitting a
quadratic function first.
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1.3.3.26.6. Scatter Plot: Exponential Relationship
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Discussion Note that a simple straight line is grossly inadequate in describing the
relationship between X and Y. A quadratic model would prove lacking,
especially for large values of X. In this example, the large values of X
correspond to nearly constant values of Y, and so a non-linear function
beyond the quadratic is needed. Among the many other non-linear
functions available, one of the simpler onesis the exponential model

Y; = A+ Be®™ M + F,

for some A, B, and C. In this case, an exponential function would, in
fact, fit well, and so oneis led to the summary conclusion of an
exponential relationship.
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1.3.3.26.7. Scatter Plot: Sinusoidal Relationship (damped)
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Discussion

model:

The complex relationship between X and Y appears to be basically
oscillatory, and so oneis naturally drawn to the trigonometric sinusoidal

Y; = C +asin (2mwt; + ¢) + B

Closer ingpection of the scatter plot reveals that the amount of swing

(the amplitude ¢x in the model) does not appear to be constant but rather
Is decreasing (damping) as X gets large. We thus would be led to the
conclusion: damped sinusoidal relationship, with the ssmplest
corresponding model being

Yi =C + (By + By # 1) sin (2rwt; + o) + By
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1.3.3.26.8. Scatter Plot: Variation of Y Does Not Depend on X (homoscedastic)
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This scatter plot reveals alinear relationship between X and Y: for a
given value of X, the predicted value of Y will fall on aline. The plot
further reveals that the variation in Y about the predicted value is
about the same (+- 10 units), regardless of the value of X.
Statistically, thisisreferred to as homoscedasticity. Such
homoscedasticity is very important asit is an underlying assumption
for regression, and its violation leads to parameter estimates with
inflated variances. If the data are homoscedastic, then the usual
regression estimates can be used. If the data are not homoscedastic,
then the estimates can be improved using weighting procedures as

shown in the next example.
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1.3.3.26.9. Scatter Plot: Variation of Y Does Depend on X (heteroscedastic)
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Discussion

This scatter plot reveals an approximate linear relationship between
X and Y, but more importantly, it reveals a statistical condition
referred to as heteroscedasticity (that is, nonconstant variation in Y
over the values of X). For a heteroscedastic data set, the variation in
Y differs depending on the value of X. In this example, small values
of X yield small scatter in Y while large values of X result in large
scatter in Y.

Heteroscedasticity complicates the analysis somewhat, but its effects
can be overcome by:

1. proper weighting of the data with noisier data being weighted
less, or by
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2. performing aY variable transformation to achieve
homoscedasticity. The Box-Cox normality plot can help

determine a suitabl e transformation.

Fortunately, unweighted regression analyses on heteroscedastic data
produce estimates of the coefficients that are unbiased. However, the
coefficients will not be as precise as they would be with proper
weighting.

Note further that if heteroscedasticity does exist, it is frequently
useful to plot and model the local variation ‘LJETI[}HX.,;:] asa
function of X, asinwar(¥;| X;) = g(X;). Thismodeling has
two advantages.

1. it provides additional insight and understanding as to how the
response Y relates to X; and

2. it provides a convenient means of forming weights for a
weighted regression by simply using

1 1
w; = W(Y;| X)) = —
=W = vy ~ st
The topic of non-constant variation is discussed in some detail in the
process modeling chapter.
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The scatter plot herereveals

1. abasic linear relationship between X and Y for most of the data,
and

2. asingleoutlier (at X = 375).
An outlier is defined as a data point that emanates from a different
model than do the rest of the data. The data here appear to come from a

linear model with a given slope and variation except for the outlier
which appears to have been generated from some other model.

Outlier detection isimportant for effective modeling. Outliers should be
excluded from such model fitting. If al the data here areincluded in a
linear regression, then the fitted model will be poor virtually
everywhere. If the outlier is omitted from the fitting process, then the
resulting fit will be excellent almost everywhere (for al points except
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1.3.3.26.11. Scatterplot Matrix
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Purpose: Given aset of variables X4, X,, ... , X, the scatterplot matrix contains
Ch_eCk_ all the pairwise scatter plots of the variableson asingle pagein a
Pairwise matrix format. Thet is, if there are k variables, the scatterplot matrix
Relationships  will have k rows and k columns and the ith row and jth column of this
Between matrix isaplot of X; versus X;.

Variables

Although the basic concept of the scatterplot matrix is simple, there are
numerous alternatives in the details of the plots.

1. Thediagonal plot is simply a 45-degree line since we are plotting
X; versus X;. Although this has some usefulness in terms of

showing the univariate distribution of the variable, other
aternatives are common. Some users prefer to use the diagonal
to print the variable label. Another aternative isto plot the
univariate histogram on the diagonal. Alternatively, we could
simply leave the diagonal blank.

2. Since X; versus X; is equivalent to X; versus X; with the axes
reversed, some prefer to omit the plots below the diagonal.

3. It can be helpful to overlay some type of fitted curve on the
scatter plot. Although alinear or quadratic fit can be used, the
most common alternative isto overlay alowess curve.

4. Due to the potentially large number of plots, it can be somewhat
tricky to provide the axeslabelsin away that is both informative
and visually pleasing. One alternative that seemsto work well is
to provide axis labels on aternating rows and columns. That is,
row one will have tic marks and axis |abels on the | eft vertical
axis for the first plot only while row two will have the tic marks
and axis labels for the right vertical axisfor the last plot in the
row only. This aternating pattern continues for the remaining
rows. A similar pattern is used for the columns and the horizontal
axes |labels. Another alternative is to put the minimum and
maximum scale value in the diagonal plot with the variable
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1.3.3.26.11. Scatterplot Matrix

Sample Plot

Definition

name.

5. Some analysts prefer to connect the scatter plots. Others prefer to
leave a little gap between each plot.

6. Although this plot type is most commonly used for scatter plots,
the basic concept is both simple and powerful and extends easily
to other plot formats that involve pairwise plots such asthe
guantile-quantile plot and the bihistogram.
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This sample plot was generated from pollution data collected by NIST
chemist Lloyd Currie.

There are anumber of ways to view this plot. If we are primarily
interested in a particular variable, we can scan the row and column for
that variable. If we are interested in finding the strongest relationship,
we can scan all the plots and then determine which variables are
related.

Given k variables, scatter plot matrices are formed by creating k rows
and k columns. Each row and column defines a single scatter plot

Theindividual plot for row i and column j isdefined as
« Vertica axis: Variable X;

e Horizontal axis; Variable Xj
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The scatterplot matrix can provide answers to the following questions:
1. Arethere pairwise relationships between the variables?

2. If there are relationships, what is the nature of these
relationships?

3. Arethere outliersin the data?
4. |sthere clustering by groupsin the data?

The scatterplot matrix serves as the foundation for the concepts of
linking and brushing.

By linking, we mean showing how a point, or set of points, behavesin
each of the plots. Thisis accomplished by highlighting these pointsin
some fashion. For example, the highlighted points could be drawn as a
filled circle while the remaining points could be drawn as unfilled
circles. A typical application of this would be to show how an outlier
shows up in each of the individual pairwise plots. Brushing extends this
concept a bit further. In brushing, the points to be highlighted are
interactively selected by a mouse and the scatterplot matrix is
dynamically updated (ideally inreal time). That is, we can select a
rectangular region of pointsin one plot and see how those points are
reflected in the other plots. Brushing is discussed in detail by Becker,
Cleveland, and Wilks in the paper "Dynamic Graphics for Data
Analysis' (Cleveland and McGill, 1988).

Star plot

Scatter plot
Conditioning plot

Locally welghted |east squares

Scatterplot matrices are becoming increasingly common in general
purpose statistical software programs, including Dataplot. If a software
program does not generate scatterplot matrices, but it does provide
multiple plots per page and scatter plots, it should be possible to write a
macro to generate a scatterplot matrix. Brushing is available in afew of
the general purpose statistical software programs that emphasize
graphical approaches.
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A conditioning plot, also known as a coplot or subset plot, is aplot of
two variables conditional on the value of athird variable (called the
conditioning variable). The conditioning variable may be either a
variable that takes on only afew discrete values or a continuous variable
that isdivided into alimited number of subsets.

One limitation of the scatterplot matrix is that it cannot show interaction

effects with another variable. Thisisthe strength of the conditioning
plot. It isaso useful for displaying scatter plots for groups in the data.
Although these groups can also be plotted on a single plot with different
plot symbols, it can often be visually easier to distinguish the groups
using the conditioning plot.

Although the basic concept of the conditioning plot matrix is ssimple,
there are numerous alternatives in the details of the plots.

1. It can be helpful to overlay some type of fitted curve on the
scatter plot. Although alinear or quadratic fit can be used, the
most common alternative isto overlay alowess curve.

2. Dueto the potentially large number of plots, it can be somewhat
tricky to provide the axis labelsin away that is both informative
and visually pleasing. One aternative that seems to work well is
to provide axislabels on aternating rows and columns. That is,
row one will have tic marks and axis |abels on the left vertical
axis for the first plot only while row two will have the tic marks
and axis labelsfor the right vertical axisfor thelast plot in the
row only. This alternating pattern continues for the remaining
rows. A similar pattern is used for the columns and the horizontal
axis |abels. Note that this approach only works if the axes limits
are fixed to common valuesfor all of the plots.

3. Some analysts prefer to connect the scatter plots. Others prefer to
leave a little gap between each plot. Alternatively, each plot can
have its own labeling with the plots not connected.
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1.3.3.26.12. Conditioning Plot

Sample Plot

Definition

4. Although this plot typeis most commonly used for scatter plots,
the basic concept is both simple and powerful and extends easily
to other plot formats.
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In this case, temperature has six distinct values. We plot torque versus
time for each of these temperatures. This example is discussed in more
detail in the process modeling chapter.

Given the variables X, Y, and Z, the conditioning plot is formed by
dividing the values of Z into k groups. There are several ways that these
groups may be formed. There may be a natural grouping of the data, the
data may be divided into several equal sized groups, the grouping may
be determined by clustersin the data, and so on. The page will be
divided into n rows and ¢ columns where rez > k. Each row and
column defines a single scatter plot.

Theindividua plot for row i and column j is defined as
« Vertica axis: VariableY
« Horizontal axis. Variable X

where only the points in the group corresponding to the ith row and jth
column are used.
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1.3.3.26.12. Conditioning Plot

Questions The conditioning plot can provide answers to the following questions:
1. Isthere arelationship between two variables?

2. If thereisarelationship, does the nature of the relationship
depend on the value of athird variable?

3. Aregroupsinthe datasimilar?
4. Arethereoutliersin the data?

Related Scatter plot
Techniques  Scatterplot matrix
Locally welghted least squares

Software Scatter plot matrices are becoming increasingly common in general
purpose statistical software programs, including Dataplot. If a software
program does not generate conditioning plots, but it does provide
multiple plots per page and scatter plots, it should be possible to write a
macro to generate a conditioning plot.
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1.3.3.27. Spectral Plot
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1.3.3. Graphical Technigues: Alphabetic

1.3.3.27.Spectral Plot

Purpose:
Examine

Cyclic

Sructure

A spectral plot ( Jenkins and Watts 1968 or Bloomfield 1976) isa
graphical technique for examining cyclic structure in the frequency
domain. It is a smoothed Fourier transform of the autocovariance
function.

The frequency is measured in cycles per unit time where unit timeis
defined to be the distance between 2 points. A frequency of O
corresponds to an infinite cycle while afrequency of 0.5 corresponds to
acycle of 2 data points. Equi-spaced time series are inherently limited to
detecting frequencies between 0 and 0.5.

Trends should typically be removed from the time series before
applying the spectral plot. Trends can be detected from arun sequence

plot. Trends are typically removed by differencing the series or by
fitting a straight line (or some other polynomial curve) and applying the
spectral analysisto the residuals.

Spectral plots are often used to find a starting value for the frequency,
i, in the sinusoidal model

}Cg :C+ﬂﬂlﬂ(2ﬂmi+¢) +Ei
See the beam deflection case study for an example of this.
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1.3.3.27. Spectral Plot

Sample Plot

Definition:
Variance
Versus
Frequency

Questions

Importance
Check
Cyclic
Behavior of
Time Series

Spectrum

0 T ' I ' | ' T -
1] o1 02 03 04 0.5

Frequency (cycles per observation)

LEW_DAT

This spectral plot shows one dominant frequency of approximately 0.3
cycles per observation.

The spectral plot isformed by:
« Vertica axis: Smoothed variance (power)
« Horizontal axis: Frequency (cycles per observation)

The computations for generating the smoothed variances can be
involved and are not discussed further here. The details can be found in
the Jenkins and Bloomfield references and in most texts that discuss the
frequency analysis of time series.

The spectral plot can be used to answer the following questions:
1. How many cyclic components are there?
2. Isthere adominant cyclic frequency?
3. If thereisadominant cyclic frequency, what isit?

The spectral plot isthe primary technique for ng the cyclic nature
of univariate time seriesin the frequency domain. It is amost always the
second plot (after a run sequence plot) generated in afrequency domain
analysis of atime series.
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1.3.3.27. Spectral Plot

Examples 1. Random (= White Noise)

2. Strong autocorrelation and autoregressive model
3. Sinusoidal model

Related Autocorrelation Plot
Techniques ~ Complex Demodulation Amplitude Plot
Complex Demodul ation Phase Plot

Case Sudy The spectral plot is demonstrated in the beam deflection data case study.

Software Spectral plots are afundamental technique in the frequency analysis of
time series. They are available in many general purpose statistical
software programs, including Datapl ot.
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1.3.3.27.1. Spectral Plot: Random Data
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1.3. EDA Techniques

1.3.3. Graphical Technigues: Alphabetic

1.3.3.27. Spectral Plot

1.3.3.27.1. Spectral Plot: Random Data

Soectral
Plot of 200
Normal
Random
Numbers

Conclusions

Discussion
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We can make the following conclusions from the above plot.
1. There are no dominant peaks.
2. Thereisno identifiable pattern in the spectrum.
3. The data are random.

For random data, the spectral plot should show no dominant peaks or
distinct pattern in the spectrum. For the sample plot above, there are no
clearly dominant peaks and the peaks seem to fluctuate at random. This
type of appearance of the spectral plot indicates that there are no
significant cyclic patternsin the data.
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1.3.3.27.1. Spectral Plot: Random Data

NIST

SEMATECH [HOME [TOOLS & AIDS [SEARCH [BACK NEXT|

http://www.itl.nist.gov/div898/handbook/eda/section3/eda33rl.htm (2 of 2) [11/13/2003 5:32:24 PM]


http://www.itl.nist.gov/div898/handbook/search.htm
http://www.itl.nist.gov/div898/handbook/toolaids.htm
http://www.itl.nist.gov/div898/handbook/index.htm
http://www.nist.gov/cgi-bin/exit_nist.cgi?url=http://www.sematech.org
http://www.nist.gov/

1.3.3.27.2. Spectral Plot: Strong Autocorrelation and Autoregressive Model
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1.3.3.27.2. Spectral Plot: Strong
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Soectral Plot
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Walk Data

Conclusions
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We can make the following conclusions from the above plot.
1. Strong dominant peak near zero.

2. Peak decays rapidly towards zero.
3. An autoregressive model is an appropriate model.
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1.3.3.27.2. Spectral Plot: Strong Autocorrelation and Autoregressive Model

Discussion This spectral plot starts with a dominant peak near zero and rapidly
decaysto zero. Thisisthe spectral plot signature of a process with
strong positive autocorrelation. Such processes are highly non-random
in that there is high association between an observation and a
succeeding observation. In short, if you know Y; you can make a

strong guess as to what Y;.., will be.

Recommended  The next step would be to determine the parameters for the
Next Step autoregressive model:

Yi=Ag+ A Y, + B

Such estimation can be done by linear regression or by fitting a
Box-Jenkins autoregressive (AR) model.

The residual standard deviation for this autoregressive model will be
much smaller than the residual standard deviation for the default
model

Y, = Ap + By
Then the system should be reexamined to find an explanation for the
strong autocorrelation. Isit due to the
1. phenomenon under study; or
2. drifting in the environment; or
3. contamination from the data acquisition system (DAS)?

Oftentimes the source of the problem isitem (3) above where
contamination and carry-over from the data acquisition system result
because the DAS does not have time to electronically recover before
collecting the next data point. If thisis the case, then consider slowing
down the sampling rate to re-achieve randomness.
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1.3.3.27.3. Spectral Plot: Sinusoidal Model
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Conclusions We can make the following conclusions from the above plot.
1. Thereisasingle dominant peak at approximately 0.3.
2. Thereisan underlying single-cycle sinusoidal model.
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1.3.3.27.3. Spectral Plot: Sinusoidal Model

Discussion This spectral plot shows a single dominant frequency. This indicates
that a single-cycle sinusoidal model might be appropriate.

If one were to naively assume that the data represented by the graph
could be fit by the model

Y, = A + B
and then estimate the constant by the sample mean, the analysis would
be incorrect because

« the sample mean is biased,;

« the confidenceinterval for the mean, which isvalid only for
random data, is meaningless and too small.

On the other hand, the choice of the proper model

}E :Cﬂ—ﬂﬂlﬂ(zﬂmiﬂ—ﬁi) +Ei
where ¢x is the amplitude, ! is the frequency (between 0 and .5 cycles
per observation), and qf. Is the phase can be fit by non-linear |east

squares. The beam deflection data case study demonstrates fitting this
type of model.

Recommended  The recommended next steps are to:

Next Steps 1. Estimate the frequency from the spectral plot. Thiswill be
helpful as a starting value for the subsequent non-linear fitting.
A complex demodulation phase plot can be used to fine tune the

estimate of the frequency before performing the non-linear fit.

2. Do acomplex demodulation amplitude plot to obtain an initial
estimate of the amplitude and to determine if a constant
amplitudeisjustified.

3. Carry out anon-linear fit of the model

Y; = C +asn (2wt + @) + B,
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1.3.3.28. Standard Deviation Plot
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1.3.3.28. Standard Deviation Plot

Purpose:
Detect
Changesin
Scale
Between
Groups

Standard deviation plots are used to see if the standard deviation varies
between different groups of the data. The grouping is determined by the
analyst. In most cases, the data provide a specific grouping variable. For
example, the groups may be the levels of afactor variable. In the sample
plot below, the months of the year provide the grouping.

Standard deviation plots can be used with ungrouped data to determine
If the standard deviation is changing over time. In this case, the data are
broken into an arbitrary number of equal-sized groups. For example, a
data series with 400 points can be divided into 10 groups of 40 points
each. A standard deviation plot can then be generated with these groups
to seeif the standard deviation is increasing or decreasing over time.

Although the standard deviation is the most commonly used measure of
scale, the same concept applies to other measures of scale. For example,
instead of plotting the standard deviation of each group, the median
absolute deviation or the average absol ute deviation might be plotted
instead. This might be done if there were significant outliers in the data
and amore robust measure of scale than the standard deviation was
desired.

Standard deviation plots are typically used in conjunction with mean
plots. The mean plot would be used to check for shiftsin location while
the standard deviation plot would be used to check for shiftsin scale.
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Sample Plot

Definition:
Group
Sandard
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Versus
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Questions

I mportance:
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Assumptions

1.3.3.28. Standard Deviation Plot
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This sample standard deviation plot shows
1. thereisashift in variation;
2. greatest variation is during the summer months.

Standard deviation plots are formed by:
« Vertica axis: Group standard deviations
« Horizontal axis. Group identifier
A reference lineis plotted at the overall standard deviation.

The standard deviation plot can be used to answer the following
guestions.

1. Arethereany shiftsin variation?
2. What is the magnitude of the shiftsin variation?
3. Isthere adistinct pattern in the shiftsin variation?

A common assumption in 1-factor analysesis that of equal variances.
That is, the variance is the same for different levels of the factor
variable. The standard deviation plot provides a graphical check for that
assumption. A common assumption for univariate datais that the
variance is constant. By grouping the data into equi-sized intervals, the
standard deviation plot can provide agraphical test of this assumption.
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1.3.3.28. Standard Deviation Plot

Related Mean Plot
Techniques Dex Standard Deviation Plot

Software Most general purpose statistical software programs do not support a
standard deviation plot. However, if the statistical program can generate
the standard deviation for a group, it should be feasible to write a macro
to generate this plot. Datapl ot supports a standard deviation plot.
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1.3.3.29. Star Plot
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1.3.3.29. Star Plot

Purpose: The star plot (Chambers 1983) is a method of displaying multivariate
Display data. Each star represents asingle observation. Typically, star plots are
Multivariate  generated in amulti-plot format with many stars on each page and each
Data star representing one observation.

Star plots are used to examine the relative values for a single data point
(e.g., point 3islargefor variables 2 and 4, small for variables 1, 3, 5,
and 6) and to locate similar points or dissimilar points.

SamplePlot  The plot below contains the star plots of 16 cars. The datafile actually
contains 74 cars, but we restrict the plot to what can reasonably be
shown on one page. The variable list for the sample star plot is

1 Price

2 Mileage (MPG)

31978 Repair Record (1 = Worst, 5 = Best)
41977 Repair Record (1 = Worst, 5 = Best)
5 Headroom

6 Rear Seat Room

7 Trunk Space

8 Weight

9Length
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1.3.3.29. Star Plot

Definition

Questions
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We can look at these plots individually or we can use them to identify
clusters of carswith similar features. For example, we can look at the
star plot of the Cadillac Seville and see that it is one of the most
expensive cars, gets below average (but not among the worst) gas
mileage, has an average repair record, and has average-to-above-average
roominess and size. We can then compare the Cadillac models (the last
three plots) with the AMC models (the first three plots). This
comparison shows distinct patterns. The AMC models tend to be
Inexpensive, have below average gas mileage, and are small in both
height and weight and in roominess. The Cadillac models are expensive,
have poor gas mileage, and are large in both size and roominess.

The star plot consists of a sequence of equi-angular spokes, called radii,
with each spoke representing one of the variables. The data length of a
spoke is proportional to the magnitude of the variable for the data point
relative to the maximum magnitude of the variable across al data
points. A lineis drawn connecting the data values for each spoke. This
gives the plot a star-like appearance and the origin of the name of this
plot.

The star plot can be used to answer the following questions:
1. What variables are dominant for a given observation?

2. Which observations are most similar, i.e., are there clusters of
observations?

3. Arethere outliers?
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1.3.3.29. Star Plot

Weaknessin
Technique

Related
Techniques

Software
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Star plots are helpful for small-to-moderate-sized multivariate data sets.
Their primary weakness is that their effectivenessislimited to data sets
with less than afew hundred points. After that, they tend to be
overwhelming.

Graphical techniques suited for large data sets are discussed by Scott.

Alternative ways to plot multivariate data are discussed in Chambers, du
Toit, and Everitt.

Star plots are available in some general purpose statistical software
progams, including Datapl ot.
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1.3.3.30. Weibull Plot
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1. Exploratory Data Analysis
1.3. EDA Techniques
1.3.3. Graphical Technigues: Alphabetic

1.3.3.30. Weibull Plot

Purpose: The Welbull plot (Nelson 1982) is agraphical technique for

Graphical determining if a data set comes from a population that would logically

Check ToSee  befit by a2-parameter Weibull distribution (the location is assumed to
If Data Come  be zero).

E(r)cpm :tion The Welbull plot has special scales that are designed so that if the data
That Would do in fact follow a Weibull distribution, the points will be linear (or
BeFit by a nearly linear). The least squares fit of this line yields estimates for the
Weibull shape and scale parameters of the Weibull distribution. Weibull

Distribution distribution (the location is assumed to be zero).

Sample Plot
Weibull Plot

20
10

Welbull Prabability
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ThisWeibull plot shows that:
1. the assumption of a Weibull distribution is reasonable;
2. the shape parameter estimate is computed to be 33.32;
3. the scale parameter estimate is computed to be 5.28; and
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1.3.3.30. Weibull Plot

Definition:
Weibull
Cumulative
Probability
Versus
LN(Ordered
Response)

Questions

Importance:
Check
Distributional
Assumptions

Related
Techniques

Case Study

Software

4. there are no outliers.

The Welbull plot isformed by:
« Vertica axis: Weibull cumulative probability expressed as a
percentage
« Horizontal axis: LN of ordered response
The vertical scaleisln-In(1-p) where p=(i-0.3)/(n+0.4) and i isthe rank

of the observation. This scale is chosen in order to linearize the
resulting plot for Weibull data.

The Welbull plot can be used to answer the following questions:
1. Do the datafollow a 2-parameter Weibull distribution?
2. What isthe best estimate of the shape parameter for the
2-parameter Weibull distribution?

3. What isthe best estimate of the scale (= variation) parameter for
the 2-parameter Weibull distribution?

Many statistical analyses, particularly in the field of reliability, are
based on the assumption that the data follow a Weibull distribution. If
the analysis assumes the data follow a Welbull distribution, it is
important to verify this assumption and, if verified, find good estimates
of the Weibull parameters.

Waelbull Probability Plot
Weibull PPCC Plot
Waelbull Hazard Plot

The Welbull probability plot (in conjunction with the Weibull PPCC
plot), the Weibull hazard plot, and the Weibull plot are al similar
techniques that can be used for assessing the adequacy of the Weibull
distribution as a model for the data, and additionally providing
estimation for the shape, scale, or location parameters.

The Welbull hazard plot and Weibull plot are designed to handle
censored data (which the Weibull probability plot does not).

The Welbull plot is demonstrated in the airplane glass failure data case
studly.

Weibull plots are generally available in statistical software programs
that are designed to analyze reliability data. Dataplot supports the

Weibull plot.

http://www.itl.nist.gov/div898/handbook/eda/section3/eda33u.htm (2 of 3) [11/13/2003 5:32:26 PM]


http://www.itl.nist.gov/div898/handbook/eda/section3/probplot.htm
http://www.itl.nist.gov/div898/handbook/eda/section3/ppccplot.htm
http://www.itl.nist.gov/div898/handbook/apr/section2/apr22.htm
http://www.itl.nist.gov/div898/handbook/eda/section4/eda429.htm
http://www.itl.nist.gov/div898/handbook/eda/section4/eda44.htm#WEIBPLOT

1.3.3.30. Weibull Plot
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1.3.3.31. Youden Plot
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1. Exploratory Data Analysis

1.3. EDA Techniques

1.3.3. Graphical Technigues: Alphabetic

1.3.3.31.Youden Plot

Purpose:
Interlab
Comparisons

Sample Plot

Y ouden plots are a graphical technique for analyzing interlab data when
each lab has made two runs on the same product or one run on two
different products.

The Y ouden plot is a simple but effective method for comparing both
the within-laboratory variability and the between-laboratory variability.

Youden Piot
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This plot shows:

1. Not all labs are equivalent.

2. Lab4isbiased low.

3. Lab 3 haswithin-lab variability problems.
4. Lab 5 hasan outlying run.
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1.3.3.31. Youden Plot

Definition:
Response 1
Versus
Response 2
Coded by
Lab

Questions

Importance

DEX Youden
Plot

Related
Techniques

Software

NIST
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Y ouden plots are formed by:
1. Vertical axis. Response variable 1 (i.e., run 1 or product 1
response value)
2. Horizontal axis. Response variable 2 (i.e., run 2 or product 2
response value)

In addition, the plot symbol isthe lab id (typically an integer from 1 to k
where k is the number of 1abs). Sometimes a 45-degree referencellineis
drawn. Ideally, alab generating two runs of the same product should
produce reasonably similar results. Departures from this reference line
indicate inconsistency from the lab. If two different products are being
tested, then a45-degree line may not be appropriate. However, if the
labs are consistent, the points should lie near some fitted straight line.

The Y ouden plot can be used to answer the following questions:
1. Areadll labs equivalent?
2. What labs have between-lab problems (reproducibility)?
3. What labs have within-lab problems (repeatability)?
4. What labs are outliers?

In interlaboratory studies or in comparing two runs from the same lab, it
isuseful to know if consistent results are generated. Y ouden plots
should be aroutine plot for analyzing this type of data.

The dex Youden plot is a specialized Y ouden plot used in the design of
experiments. In particular, it isuseful for full and fractional designs.

Scatter Plot

The Y ouden plot is essentially a scatter plot, so it should be feasible to
write amacro for a'Y ouden plot in any general purpose statistical
program that supports scatter plots. Dataplot supports a'Y ouden plot.
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1.3.3.31.1. DEX Youden Plot

P ENGINEERING STATISTICS HANDBOOK

[HOME

'TOOLS & AIDS [SEARCH [BACK ~NEXT]

1. Exploratory Data Analysis

1.3. EDA Techniques

1.3.3. Graphical Technigues: Alphabetic

1.3.3.31. Youden Plot

1.3.3.31.1.DEX Youden Plot

DEX Youden
Plot:
I ntroduction

Construction
of DEX
Youden Plot

The dex (Design of Experiments) Y ouden plot is a specialized Y ouden
plot used in the analysis of full and fractional experiment designs. In
particular, it isused in support of aY ates analysis. These designs may
have alow level, coded as"-1" or "-", and a high level, coded as"+1"
or "+", for each factor. In addition, there can optionally be one or more
center points. Center points are at the midpoint between the low and
high levels for each factor and are coded as"0".

The Y ates analysis and the the dex Y ouden plot only use the "-1" and
"+1" points. The Y ates analysisis used to estimate factor effects. The
dex Y ouden plot can be used to help determine the approriate model to
use from the Y ates analysis.

The following are the primary steps in the construction of the dex
Y ouden plot.

1. For agiven factor or interaction term, compute the mean of the
response variable for the low level of the factor and for the high
level of the factor. Any center points are omitted from the
computation.

2. Plot the point where the y-coordinate is the mean for the high
level of the factor and the x-coordinate is the mean for the low
level of the factor. The character used for the plot point should
identify the factor or interaction term (e.g., "1" for factor 1, "13"
for the interaction between factors 1 and 3).

3. Repeat steps 1 and 2 for each factor and interaction term of the
data.

The high and low values of the interaction terms are obtained by
multiplying the corresponding values of the main level factors. For
example, the interaction term X, 3 is obtained by multiplying the values

for X, with the corresponding values of X3. Since the values for X; and
Xz areeither "-1" or "+1", the resulting values for X, are also either
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1.3.3.31.1. DEX Youden Plot

Sample DEX
Youden Plot

Interpretation
of the Sample
DEX Youden
Plot

"-1" or "+1".

In summary, the dex Y ouden plot is a plot of the mean of the response
variable for the high level of afactor or interaction term against the
mean of the response variable for the low level of that factor or
interaction term.

For unimportant factors and interaction terms, these mean values
should be nearly the same. For important factors and interaction terms,
these mean values should be quite different. So the interpretation of the
plot isthat unimportant factors should be clustered together near the
grand mean. Points that stand apart from this cluster identify important
factors that should be included in the model.

Thefollowing is adex Youden plot for the data used in the Eddy
current case study. The analysis in that case study demonstrated that
X1 and X2 were the most important factors.

DEX Youden Plot

Mean of Y for "+ Values
L
in
|

| T | T 1 - | I | T | T |
1 15 2 25 3 35 4
Mean of ¥ for"-" Values

SPLETTA.DAT

From the above dex Y ouden plot, we see that factors 1 and 2 stand out
from the others. That is, the mean response values for the low and high
levels of factor 1 and factor 2 are quite different. For factor 3 and the 2
and 3-term interactions, the mean response values for the low and high
levels are similar.

We would conclude from this plot that factors 1 and 2 are important
and should be included in our final model while the remaining factors
and interactions should be omitted from the final model.
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1.3.3.31.1. DEX Youden Plot

Case Study The Eddy current case study demonstrates the use of the dex Y ouden
plot in the context of the analysis of afull factorial design.

Software DEX Y ouden plots are not typically available as built-in plotsin
statistical software programs. However, it should be relatively
straightforward to write a macro to generate this plot in most general
purpose statistical software programs.
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1.3.3.32. 4-Plot
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1. Exploratory Data Analysis

1.3. EDA Techniques

1.3.3. Graphical Technigues: Alphabetic

1.3.3.32.4-Plot

Purpose:
Check
Underlying
Satistical
Assumptions

The 4-plot is a collection of 4 specific EDA graphical techniques
whose purpose is to test the assumptions that underlie most
measurement processes. A 4-plot consists of a

1. run sequence plot;

2. lag plot;

3. histogram;

4. normal probability plot.

If the 4 underlying assumptions of atypical measurement process
hold, then the above 4 plots will have a characteristic appearance (see
the normal random numbers case study below); if any of the
underlying assumptions fail to hold, then it will be revealed by an
anomal ous appearance in one or more of the plots. Several commonly
encountered situations are demonstrated in the case studies below.

Although the 4-plot has an obvious use for univariate and time series
data, its usefulness extends far beyond that. Many statistical models of

the form
Y, = f(xh ‘“;Xk) + B

have the same underlying assumptions for the error term. That is, no
matter how complicated the functional fit, the assumptions on the
underlying error term are still the same. The 4-plot can and should be
routinely applied to the residuals when fitting models regardl ess of
whether the model is simple or complicated.
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1.3.3.32. 4-Plot

Sample Plot:
Process Has
Fixed
Location,
Fixed
Variation,
Non-Random
(Oscillatory),
Non-Normal
U-Shaped
Distribution,
and Has 3
Outliers.
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This 4-plot reveal s the following:

1.

the fixed location assumption is justified as shown by the run
sequence plot in the upper left corner.

the fixed variation assumption isjustified as shown by the run
sequence plot in the upper left corner.

the randomness assumption is violated as shown by the
non-random (oscillatory) lag plot in the upper right corner.

the assumption of a common, normal distribution isviolated as
shown by the histogram in the lower left corner and the normal
probability plot in the lower right corner. The distribution is
non-normal and is a U-shaped distribution.

there are several outliers apparent in the lag plot in the upper
right corner.
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1.3.3.32. 4-Plot

Definition: The 4-plot consists of the following:

1. Run 1. Run sequence plot to test fixed location and variation.
Sequence o Verticaly: Y,

Plot; o

2. Lag Plot; 0 Horizontaly: i

3. Histogram; 2. Lag Plot to test randomness.

4. Normal : V.

Probability 0 Vertically: ¥

Plot 0 Horizontally: Y;_q

3. Histogram to test (normal) distribution.
o Vertically: Counts
o Horizontaly: Y

4. Normal probability plot to test normal distribution.
o Verticaly: Ordered Y;

0 Horizontally: Theoretical values from anormal N(0,1)
distribution for ordered Y;

Questions 4-plots can provide answers to many questions:
1. Isthe processin-control, stable, and predictable?
I's the process drifting with respect to location?
I's the process drifting with respect to variation?
Are the datarandom?
Is an observation related to an adjacent observation?
If the data are atime series, isis white noise?

If the data are atime series and not white noise, isit sinusoidal,
autoregressive, etc.?

If the data are non-random, what is a better model ?

Does the process follow a normal distribution?

10. If non-normal, what distribution does the process follow?
11. Isthe model

Y. =Ag+ B
valid and sufficient?
12. If the default modd isinsufficient, what is a better model ?

13. Istheformulagy = ,-gfw‘N valid?

14. |sthe sample mean a good estimator of the process location?
15. If not, what would be a better estimator?
16. Arethere any outliers?

N o gk~ owbd
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1.3.3.32. 4-Plot

I mportance:
Testing
Underlying
Assumptions
Helps Ensure
the Validity of
the Final
Sientific and
Engineering
Conclusions

Interpretation:

Flat,
Equi-Banded,
Random,
Bell-Shaped,
and Linear

There are 4 assumptions that typically underlie all measurement
processes, namely, that the data from the process at hand "behave
like":

1. random drawings;

2. from afixed distribution;

3. with that distribution having a fixed location; and

4. with that distribution having fixed variation.
Predictability is an al-important goal in science and engineering. If
the above 4 assumptions hold, then we have achieved probabilistic
predictability--the ability to make probability statements not only
about the processin the past, but also about the processin the future.
In short, such processes are said to be "statistically in control”. If the 4
assumptions do not hold, then we have a process that is drifting (with
respect to location, variation, or distribution), is unpredictable, and is
out of control. A simple characterization of such processes by a
location estimate, a variation estimate, or a distribution "estimate™
inevitably leads to optimistic and grossly invalid engineering
conclusions.

Inasmuch as the validity of the final scientific and engineering
conclusionsis inextricably linked to the validity of these same 4
underlying assumptions, it naturally follows that there is areal
necessity for all 4 assumptionsto be routinely tested. The 4-plot (run
sequence plot, lag plot, histogram, and normal probability plot) is seen
asasimple, efficient, and powerful way of carrying out this routine
checking.

Of the 4 underlying assumptions:

1. If the fixed location assumption holds, then the run sequence
plot will be flat and non-drifting.

2. If thefixed variation assumption holds, then the vertical spread
in the run sequence plot will be approximately the same over
the entire horizontal axis.

3. If the randomness assumption holds, then the lag plot will be
structureless and random.

4. If the fixed distribution assumption holds (in particular, if the
fixed normal distribution assumption holds), then the histogram
will be bell-shaped and the normal probability plot will be
approximatelylinear.

If al 4 of the assumptions hold, then the processis"statistically in
control". In practice, many processes fall short of achieving thisideal.
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1.3.3.32. 4-Plot

Related Run Seguence Plot
Techniques Lag Plot
Histogram

Normal Probability Plot

Autocorrelation Plot
Spectral Plot
PPCC Plot

Case Studies The 4-plot isused in most of the case studiesin this chapter:
1. Normal random numbers (the ideal)

Uniform random numbers

Random walk

Josephson junction cryothermometry

Beam deflections

Filter transmittance

Standard resistor
Heat flow meter 1

© N o Ok WD

Software It should be feasible to write a macro for the 4-plot in any general
purpose statistical software program that supports the capability for
multiple plots per page and supports the underlying plot techniques.
Dataplot supports the 4-plot.
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1.3.3.33. 6-Plot
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1. Exploratory Data Analysis
1.3. EDA Techniques
1.3.3. Graphical Technigues: Alphabetic

1.3.3.33.6-Plot

Purpose: The 6-plot isacollection of 6 specific graphica technigues whose

Graphical purpose isto assess the validity of aY versus X fit. Thefit can be a

Model linear fit, anon-linear fit, aLOWESS (locally weighted |east squares)

Validation fit, asplinefit, or any other fit utilizing a single independent variable.
The 6 plots are:

1. Scatter plot of the response and predicted values versus the
independent variable;

Scatter plot of the residuals versus the independent variable;

Scatter plot of the residuals versus the predicted val ues;

Lag plot of the residudls;

Histogram of the residuals;

© ok~ wWw D

Normal probability plot of the residuals.

Sample Plot
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1.3.3.33. 6-Plot

Definition:
6
Component
Plots
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This

6-plot, which followed alinear fit, shows that the linear model is

not adequate. It suggests that a quadratic model would be a better
model.

The 6-plot consists of the following:

1.

Response and predicted values
o Vertical axis. Response variable, predicted values
0 Horizontal axis: Independent variable
Residuals versus independent variable
0 Vertical axis: Residuals
0 Horizontal axis: Independent variable
Residuals versus predicted values
0 Vertical axis: Residuals
0 Horizontal axis: Predicted values
Lag plot of residuals
0 Vertical axis: RES(])
0 Horizontal axis: RES(I-1)
Histogram of residuals
o Vertical axis: Counts
0 Horizontal axis: Residual values
Normal probability plot of residuals
0 Vertical axis: Ordered residuals
0 Horizontal axis: Theoretical values from anormal N(0,1)
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1.3.3.33. 6-Plot

Questions

I mportance:
Validating
Model

distribution for ordered residuals

The 6-plot can be used to answer the following questions:

1. Arethe residuals approximately normally distributed with a fixed
location and scale?

2. Arethereoutliers?
3. Isthefit adequate?
4. Do theresiduals suggest a better fit?

A model involving aresponse variable and a single independent variable
has the form:

Yi= fX) + B

whereY istheresponse variable, X isthe independent variable, f isthe
linear or non-linear fit function, and E is the random component. For a
good model, the error component should behave like:

1. random drawings (i.e., independent);
2. from afixed distribution;

3. with fixed location; and

4. with fixed variation.

In addition, for fitting modelsit is usually further assumed that the fixed
distribution is normal and the fixed location is zero. For a good model
the fixed variation should be as small as possible. A necessary
component of fitting modelsisto verify these assumptions for the error
component and to assess whether the variation for the error component
Is sufficiently small. The histogram, lag plot, and normal probability
plot are used to verify the fixed distribution, location, and variation
assumptions on the error component. The plot of the response variable
and the predicted values versus the independent variable is used to
assess Whether the variation is sufficiently small. The plots of the
residuals versus the independent variable and the predicted valuesis
used to assess the independence assumption.

Assessing the validity and quality of the fit in terms of the above
assumptionsis an absolutely vital part of the model-fitting process. No
fit should be considered complete without an adequate model validation

step.
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1.3.3.33. 6-Plot

Related
Techniques

Case Study

Software

NIST
SEMATECH

Linear Least Squares
Non-Linear Least Squares
Scatter Plot

Run Seguence Plot

Lag Plot
Normal Probability Plot

Histogram

The 6-plot is used in the Alaska pipeline data case study.

It should be feasible to write a macro for the 6-plot in any general
purpose statistical software program that supports the capability for
multiple plots per page and supports the underlying plot techniques.
Datapl ot supports the 6-plot.
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1.3.4. Graphical Techniques: By Problem Category
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1. Exploratory Data Analysis
1.3. EDA Techniques

1.3.4.Graphical
Techniques: By
Problem
Category

Univariate e — == _ ——
y=c+e '

-

1
ARl
Y
7
o
Lrt

e

Run Sequence Lag Plot: Histogram:
Plot: 1.3.3.25 1.3.3.15 1.3.3.14

nz..}!
-

Normal 4-Plot: 1.3.3.32 PPCC Plot:
Probability Plot: 1.3.3.23
1.3.3.21
= 1
A0 =
Weibull Plot: Probability Plot: Box-Cox
1.3.3.30 1.3.3.22 Linearity Plot:
1.3.3.5
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Box-Cox Bootstrap Plot:
Normality Plot: 1.3.3.4
1.3.3.6
Time Series ———— == J———
Run Seguence Spectral Plot: Autocorrelation
Plot: 1.3.3.25 1.3.3.27 Plot: 1.3.3.1
Complex Complex
Demodulation Demodulation
Amplitude Plot: Phase Plot:
1.3.3.8 1.3.3.9
1 Factor § Te— . =
y=f(x)+e : ; - |
= 4 i-.i-uiﬁ”] hh
Scatter Plot: Box Plot: 1.3.3.7 Bihistogram:
1.3.3.26 1.3.3.2
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Contour Plot:
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1. Exploratory Data Analysis
1.3. EDA Techniques

1.3.5. Quantitative Techniques

Confirmatory  The techniques discussed in this section are classical statistical methods

Satistics as opposed to EDA technigues. EDA and classical techniques are not
mutually exclusive and can be used in a complamentary fashion. For
example, the analysis can start with some simple graphical techniques
such as the 4-plot followed by the classical confirmatory methods
discussed herein to provide more rigorous statments about the
conclusions. If the classical methods yield different conclusions than
the graphical analysis, then some effort should be invested to explain
why. Often thisis an indication that some of the assumptions of the
classical techniques are violated.

Many of the quantitative techniques fall into two broad categories:
1. Interval estimation
2. Hypothesistests

Interval

: It is common in statistics to estimate a parameter from a sample of data.
Estimates

The value of the parameter using al of the possible data, not just the
sample data, is called the population parameter or true value of the
parameter. An estimate of the true parameter value is made using the
sample data. Thisis called a point estimate or a sample estimate.

For example, the most commonly used measure of location is the mean.
The population, or true, mean is the sum of all the members of the
given population divided by the number of membersin the population.
Asitistypically impractical to measure every member of the
population, arandom sample is drawn from the popul ation. The sample
mean is calculated by summing the values in the sample and dividing
by the number of valuesin the sample. This sample mean is then used
as the point estimate of the population mean.

Interval estimates expand on point estimates by incorporating the
uncertainty of the point estimate. In the example for the mean above,
different samples from the same population will generate different
values for the sample mean. An interval estimate quantifiesthis
uncertainty in the sample estimate by computing lower and upper
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