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1.1 Introduction to Signals

A knowledge of a broad range of signals is of practical importance in describing human experience. In
engineering systems, signals may carry information or energy. The signals with which we are concerned
may be the cause of an event or the consequence of an action.

The characteristics of a signal may be of a broad range of shapes, amplitudes, time duration, and
perhaps other physical properties. In many cases, the signal will be expressed in analytic form; in other
cases, the signal may be given only in graphical form.

It is the purpose of this chapter to introduce the mathematical representation of signals, their prop-
erties, and some of their applications. These representations are in different formats depending on
whether the signals are periodic or truncated, or whether they are deduced from graphical representations.

Signals may be classified as follows:

1. Phenomenological classification is based on the evolution type of signal, that is, a perfectly
predictable evolution defines a deterministic signal and a signal with unpredictable behavior is
called a random signal.

2. Energy classification separates signals into energy signals, those having finite energy, and power
signals, those with a finite average power and infinite energy.

3. Morphological classification is based on whether signals are continuous, quantitized, sampled, or
digital signals.

4. Dimensional classification is based on the number of independent variables.
5. Spectral classification is based on the shape of the frequency distribution of the signal spectrum.
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1.1.1 Functions (Signals), Variables, and Point Sets

The rule of correspondence from a set Sx of real or complex number x to a real or complex number

y = f(x) (1.1.1)

is called a function of the argument x. Equation (1.1.1) specifies a value (or values) y of the variable y
(set of values in Y) corresponding to each suitable value of x in X. In (1.1.1) x is the independent variable
and y is the dependent variable

A function of n variables x1, x2, …, xn associates values

y = f(x1, x2, …, xn) (1.1.2)

of a dependent variable y with ordered sets of values of the independent variables x1, x2, …, xn.
The set Sx of the values of x (or sets of values of x1, x2, …, xn) for which the relationships (1.1.1) and

(1.1.2) are defined constitutes the domain of the function. The corresponding set of Sy of values of y is
the Sx range of the function.

A single-valued function produces a single value of the dependent variable for each value of the
argument. A multiple-valued function attains two or more values for each value of the argument.

The function y(x)  has an inverse function x(y)  if y = y(x)  implies x = x(y) .
A function y = f(x)  is algebraic of x if and only if x and y satisfy a relation of the form F(x, y) = 0,

where F(x, y) is a polynomial in x and y. The function y = f(x)  is rational if f(x)  is a polynomial or is a
quotient of two polynomials.

A real or complex function y = f(x)  is bounded on a set Sx if and only if the corresponding set Sy of
values y is bounded. Furthermore, a real function y = f(x)  has an upper bound, least upper bound,
lower bound, greatest lower bound, maximum, or minimum on Sx if this is also true for the corre-
sponding set Sy.

Neighborhood

Given any finite real number a, an open neighborhood of the point a is the set of all points {x} such that
�x – a� < δ for any positive real number δ.

An open neighborhood of the point (a1, a2, …, an), where all ai are finite, is the set of all points (x1,
x2, …, xn) such that �x1 – a1� < δ , �x2 – a2� < δ , … and �xn – an� < δ for some positive real number δ.

Open and Closed Sets

A point P is a limit point (accumulation point) of the point set S if and only if every neighborhood of
P has a neighborhood contained entirely in S, other than P itself.

A limit point P is an interior point of S if and only if P has a neighborhood contained entirely in S.
Otherwise P is a boundary point.

A point P is an isolated point of S if an only if P has a neighborhood in which P is the only point
belonging to S.

A point set is open if and only if it contains only interior points.
A point set is closed if and only if it contains all its limit points; a finite set is closed.

1.1.2 Limits and Continuous Functions

1. A single-value function f(x)  has a limit

as x → a {f(x)  → L as x → a} if and only if for each positive real number ε there exists a real
number δ such that 0 <�x – a� < δ implies that f(x)  is defined and �f(x)  – L� < ε.

lim ,
x a

f x L L
→

( ) = = finite
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2. A single-valued function f(x)  has a limit

as x → ∞ if and only if for each positive real number ε there exists a real number N such that x
> N implies that f(x)  is defined and � f(x)  – L� < ε.

Operations with Limits

If limits exist, Table 1.2.1 gives the limit operations.

Asymptotic Relations Between Two Functions

Given two real or complex functions f(x) , g(x)  of a real or complex variable x, we write

1. f(x)  = O[g(x)]; f(x)  is of the order g(x)  as x → a if and only if there is a neighborhood of x = a
such that �f(x)/g(x) � is bounded.

2. f(x)  ~ g(x) ; f(x)  is asymptotically proportional to g(x)  as x → a if and only if limx → a [f(x)/g(x)]
exists and it is not zero.

3. f(x)  ≅ g(x) ; f(x)  is asymptotically equal to g(x)  as x → a if and only if

4. f(x)  = o[g(x)]; f(x)  becomes negligible compared with g(x)  if and only if 

5. f(x)  = ϕ(x) + O[g(x)] if f(x)  – ϕ(x) = O[g(x)]
f(x)  = ϕ(x) + o[g(x)] if f(x)  – ϕ(x) = o[g(x)]

Uniform Convergence

1. A single-valued function f(x1, x2) converges uniformly on a set S of values of x2, limx1 → a f(x1, x2)
= L(x2) if and only if for each positive real number ε there exists a real number δ such that 0 <
�x1 – a� < δ implies that f(x1, x2) is defined and �f(x1, x2) – L(x2)� < ε for all x2 in S (δ is independent
of x2).

2. A single-valued function f(x1, x2) converges uniformly on a set S of values of x2, limx1 → ∞ f(x1, x2)
= L(x2) if and only if for each positive real number ε there exists a real number N such that for
x1 > N implies that f(x1, x2) is defined and �f(x1, x2) – L(x2)� < ε for all x2 in S.

TABLE 1.2.1 Operations with Limits

lim ,
x

f x L L
→∞

( ) = = finite

lim .
x a

f x g x
→

( ) ( )[ ] =1

lim .
x a

f x g x
→

( ) ( )[ ] = 0
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3. A sequence of functions f1(x), f2(x), … converges uniformly on a set S of values of x to a finite
and unique function

if and only if for each positive real number ε there exists a real integer N such that for n > N
implies that �fn (x) – f(x � < ε for all n in S.

Continuous Functions

1. A single-valued function f(x)  defined in the neighborhood of x = a is continuous at x = a if and
only if for every positive real number ε there exists a real number δ such that �x – a� < δ implies
�f(x)  – f(a) � < ε .

2. A function is continuous on a series of points (interval or region) if and only if it is continuous
at each point of the set.

3. A real function continuous on a bounded closed interval [a, b] is bounded on [a, b] and assumes
every value between and including its g.l.b. (greatest lower bound) and its l.u.b. (least upper
bound) at least once on [a, b].

4. A function f(x)  is uniformly continuous on a set S and only if for each positive real number ε
there exists a real number δ such that �x – X� < δ implies � f(x)  – f(X) � < ε for all X in S.

If a function is continuous in a bounded closed interval [a, b], it is uniformly continuous on [a, b].
If f(x)  and g(x)  are continuous at a point, so are the functions f(x)  + g(x)  and f(x)  f(x) .

Limits

1. A function f(x)  of a real variable x has the right-hand limit limx→a+ f(x)  = f (a+) = L+ at x = a if
and only if for each positive real number ε there exists a real number δ such that 0 < x – a < δ
implies that f(x)  is defined and �f(x)  – L+� < ε.

2. A function f(x)  of a real variable x has the left-hand limit limx→a– f(x)  = f(a–) = L– at x = a if and
only if for each positive real number ε there exists a real number δ such that 0 < a < δ implies
that f(x)  is defined and �f(x)  – L–� < ε.

3. If limx→a f(x)  exists, then limx→a+ f(x)  = limx→a– f(x)  = limx→a f(x) . Consequently, limx→a– f(x)  =
limx→a+ f(x)  implies the existence of limx→a f(x) .

4. The function f(x)  is right continuous at x = a if f(a+) = f(a).
5. The function f(x)  is left continuous at x = a if f(a–) = f(a).
6. A real function f(x)  has a discontinuity of the first kind at point x = a if f(a+) and f(a–) exist.

The greatest difference between two of these numbers f(a), f(a+), f(a–) is the saltus of f(x)  at the
discontinuity. The discontinuities of the first kind of f(x)  constitute a discrete and countable set.

7. A real function f(x)  is piecewise continuous in an interval I if and only if f(x)  is continuous
throughout I except for a finite number of discontinuities of the first kind.

Monotonicity

1. A real function f(x)  of a real variable x is a strongly monotonic in the open interval (a, b) if f(x)
increases as x increases in (a, b) or if f(x)  decreases as x decreases in (a, b).

2. A function f(x)  is weakly monotonic in (a, b) if f(x)  does not decrease, or if f(x)  does not increase
in (a, b). Analogous definitions apply to monotonic sequences.

3. A real function of a real variable x is of bounded variation in the interval (a, b) if and only if
there exists a real number of M such that

lim
n nf x f x
→∞

( ) = ( )

f x f x Mi i

i

m

( ) ( ) <
=

∑ – –1

1

for all partitions
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a = x0 < x1 < x2 < L < xm = b

of the interval (a, b). If f(x)  and g(x)  are of bounded variation in (a, b), then f(x)  + g(x)  and
f(x)g(x)  are of bounded variation also. The function f(x)  is of bounded variation in every finite
open interval where f(x)  is bounded and has a finite number of relative maxima and minima and
discontinuities (Dirichlet conditions).

A function of bounded variation in (a, b) is bounded in (a, b) and its discontinuities are only of the
first kind.

Table 1.2.2 presents some useful mathematical functions.

1.1.3 Energy and Power Signals

Energy Signals

If we consider any signal f(t)  as denoting a voltage that exists across a 1-ohm resistor, then

Therefore, the integral

(1.3.1)

representing the energy dissipated in the resistor during the time interval (a, b). A signal is called energy
signal if

(1.3.2)

Power Signals

Power signals are defined by the relation

(1.3.3)

For complex-valued signals, we must introduce �f(t) �2 instead of f 2(t).
We may represent the energy in a finite interval in terms of the coefficients of the basis function ϕi ;

that is, we write the energy integral in the form

(1.3.4)

where

Because the square of the norm � �ϕn (t)� �2 is the energy associated with the nth orthogonal function, (1.3.4)
shows that the energy of the signal is the sum of the energies of its individual orthogonal components

f t
f t

f t
f t i t VA

2

1 1

( )
= ( ) ( )

= ( ) ( ) = power 

E f t dt
a

b

= ( )∫ 2

`

joule

f t dt2

–∞

∞

∫ ( ) < ∞

0
1

2
2≤ ( ) < ∞

→∞ ∫lim
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T

T
f t dt

E f t dt f t c t dt c f t t dt c t
a

b

a

b

n n

n

n

n
a

b

n n

n

n= ( ) = ( ) ( ) = ( ) ( ) = ( )∫ ∫ ∑ ∑ ∫ ∑
=

∞
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=

∞
2

0 0

2

0

2

ϕ ϕ ϕ
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a
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a

b

n n( ) ( ) = ( ) = ( )∫ ∫ϕ ϕ ϕ2
2
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weighted by cn. Note that this is the Parseval theorem. This equation shows that the set {ϕn(t)} forms an
orthogonal (complete) set, and the signal energy can be calculated from this representation.

Example

(a) u2(t)dt = dt = ∞; limT→∞ u2(t)dt = limT→∞ dt = limT→∞  < ∞.

This implies that u (t) is a power signal.
(b) The signal e–at u(t), a > 0 is an energy signal.

TABLE 1.2.2 Some Useful Mathematical Functions

0

∞

∫ 0

∞

∫ 1

2T T

T

–∫
1

2 0T

T

∫ 1

2

1

20T
t T( ) =
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1.2 Distributions, Delta Function

1.2.1 Introduction

The delta function δ(t) often called the impulse or Dirac delta function, occupies a central place in
signal analysis. Many physical phenomena such as point sources, point charges, concentrated loads on
structures, and voltage or current sources, acting for very short times, can be modeled as delta functions.

Strictly speaking, delta functions are not functions in the accepted mathematical sense, and they cannot
be treated with rigor within the framework of classical analysis. However, if distributions are introduced,
then the concept of a delta function and operations on delta functions can be given a precise meaning.

1.2.2 Testing Functions

A distribution is a generalization of a function. Within the framework of distributions, any function
encountered in applications, such as unit-step functions and pulses, may be differentiated as many times
as we desire, and any convergent series of functions may be differentiated term by term.

A testing function ϕ(t) is a real-valued function of the real variable that can be differentiated an
arbitrary number of times, and which is identical to zero outside a finite interval.

Example
Testing function

(2.2.1)

Properties

1. If f(t)  can be differentiated arbitrarily often

ψ(t) = f(t) ϕ(t) = testing function

2. If f(t)  is zero outside a finite interval

3. A sequence of testing functions, {ϕn} 1 ≤ n < ∞, converges to zero if all ϕn are identically zero
outside some interval independent of n and each ϕn, as well as all of its derivatives, tends uniformly
to zero.

Example:

4. Testing functions belong to a set D, where D is a linear vector space, and if ϕ1 ∈ D and ϕ2 ∈ D,
then ϕ1 + ϕ2 ∈ D and aϕ1 ∈ D for any number a.

1.2.3 Definition of Distributions

A distribution (or generalized function) g(t)  is a process of assigning to an arbitrary test function ϕ(t)
a number Ng[ϕ (t)]. A distribution is also a functional.

Example
An ordinary function f(t)  is a distribution if

ϕ t a e t a

t a

a

a t,
–

–( ) = <
≥







2

2 2

0

ψ τ ϕ τ τt f t d t( ) = ( ) ( ) ∞ < < ∞ =
∞

∞

∫–

– , – testing function

ϕ ϕ ϕn t t
n

t( ) = +






− ( )1
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(2.3.1)

exists for every test function ϕ(t) in the set. For example, if f(t)  = u(t) then

(2.3.2)

The function u(t) is a distribution that assigns to ϕ(t) a number equal to its area from zero to infinity.

Properties of Distributions

1. Linearity–Homogeneity

(2.3.3)

for all test functions and all numbers ai.
2. Summation

(2.3.4)

3. Shifting

(2.3.5)

4. Scaling

(2.3.6)

5. Even Distribution

(2.3.7)

6. Odd Distribution

(2.3.8)

7. Derivative

(2.3.9)

where the integrated term is equal to zero in view of the properties of testing functions.

f t t dt N tf( ) ( ) = ( )[ ]
∞

∞

∫–

ϕ ϕ

u t t dt t dt( ) ( ) = ( )
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∞ ∞

∫ ∫–

ϕ ϕ
0

g t a t a t dt a g t t dt a g t t dt( ) ( ) + ( )[ ] = ( ) ( ) + ( ) ( )
∞

∞

∞

∞

∞

∞

∫ ∫ ∫– – –
1 1 2 2 1 1 2 2ϕ ϕ ϕ ϕ

– – –∞

∞

∞

∞

∞

∞

∫ ∫ ∫( ) + ( )[ ] ( ) = ( ) ( ) + ( ) ( )g t g t t dt g t t dt g t t dt1 2 1 2ϕ ϕ ϕ
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−∞

∞

−∞

∞

∫ ∫ϕ ϕ
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a

g t
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dtϕ ϕ1
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∞

∫ ( ) ( ) = ( ) =g t t dt tϕ ϕ0 odd

–
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8. The nth Derivative

(2.3.10)

9. Product with Ordinary Function

(2.3.11)

provided that f(t)ϕ(t) belongs to the set of test functions.
10. Convolution

(2.3.12)

by formal change of the order of integration.

Definition

A sequence of distributions {gn(t)}1
∞ is said to converge to the distribution g(t)  if

(2.3.13)

for all ϕ belonging to the set of test functions.

11. Every distribution is the limit, in the sense of distributions, of a sequence of infinitely differentiable
functions.

12. If gn(t) → g(t)  and rn(t) → r(t) (r is a distribution), and the numbers an → a, then

(2.3.14)

13. Any distribution g(t)  may be differentiated as many times as desired. That is, the derivative of any
distribution always exists and it is a distribution.

1.2.4 The Delta Function

Properties

Based on the distribution properties, the properties of the delta function are given below.

1. The delta function is a distribution assigning to the function ϕ(t) the number ϕ(0); thus

(2.4.1)

2. Shifted

(2.4.2)

−∞

∞

−∞

∞

∫ ∫( ) ( ) = ( ) ( ) ( )d g t

dt
t dt g t

d t

dt
dt

n

n

n
n

n
ϕ

ϕ
–1

−∞

∞
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∞

∫ ∫( ) ( )[ ] ( ) = ( ) ( ) ( )[ ]g t f t t dt g t f t t dtϕ ϕ
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3. Scaled

From (2.4.1) we have the identity

and hence (a = –1)

δ(–t) = δ(t) = even (2.4.3)

4. Multiplication by Continuous Function

If f(t)  is continuous at 0, then

f(t)δ(t) = f(0)δ(t) (2.4.4)

and

tδ(t) = 0 (2.4.5)

5. Derivatives

(2.4.6)

(2.4.7)

(2.4.8)

(2.4.9)

(2.4.10)
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Set f(t)  = ϕ(t) = 1 in (2.4.8) to find the relation

(2.4.11)

(2.4.12)

From

and comparing with (2.4.1) we find that

(2.4.13)

Therefore, the generalized derivatives of discontinuous function contain impulses. An is the jump
at the discontinuity point t = tn of the expression An ϕ(t – tn). Also

Hence

(2.4.14)

(2.4.15)

If r (t) has a finite or countably infinite number of zeros at tn on the entire t axis and these points
r(t) have a continuous derivative dr(tn)/dt ≠ 0, then

(2.4.16)

Hence, we obtain

(2.4.17)
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(2.4.18)

In addition, the following relation is also true:

(2.4.19)

6. Integrals

(2.4.20)

for all t0

(2.4.21)

(2.4.22)

Distributions as Generalized Limits

We can define a distribution as a generalized limit of a sequence fn(t) of ordinary function. If there exists
a sequence fn(t) such that the limit

(2.4.23)

exists for every test function in the set, then the result is a number depending on ϕ(t). Hence, we may
define a distribution g(t) as

g(t) = lim fn(t) (2.4.24)

and, therefore, equivalently

δ(t) = lim fn(t) (2.4.25)

Consider the two sequences shown in Figures 2.4.1a and 2.4.1b. The rectangular pulse sequence is
given by

and has area unity whatever the value of ε. Because ϕ(t) is continuous, it follows that
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and therefore

(2.4.26)

Similarly, from

 

it follows that

(2.4.27)

If we use the sequence

we find that

(2.4.28)

Also

(2.4.29)

Further

(2.4.30)

Figure 2.4.1c shows the derivatives of the sequence (2.4.27). The following examples will elucidate some
of the delta properties and the use of the delta function in Table 2.4.1.

Example
Equivalence of expressions involving the delta functions:

(a) (cos t + sin t)δ(t) = δ(t)
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(b) cos 2t + sin tδ(t) = cos 2t
(c) 1 + 2e–tδ(t – 1) = 1 + 2e –1δ(t – 1)

Example
The values of the following integrals are

Example
The first derivative of the functions is

FIGURE 2.4.1
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TABLE 2.4.1 Delta Functional Properties
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TABLE 2.4.1 Delta Functional Properties (Continued)
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Example
The values of the following integrals are

Example
The values of the following integrals are

TABLE 2.4.1 Delta Functional Properties (Continued)
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Example
The values of the following integrals are

1.2.5 The Gamma and Beta Functions

The gamma function is defined by the formula

(2.5.1)

We shall mainly concentrate on the positive values of z and we shall take the following relationship as
the basic definition of the gamma function:

(2.5.2)

The gamma function converges for all positive values of x are shown in Figure 2.5.1.
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The incomplete gamma function is given by

(2.5.3)

The beta function is a function of two arguments and is given by

(2.5.4)

The beta function is related to the gamma function as follows:

(2.5.5)

Integral Expressions of ΓΓΓΓ(x)

If we set u = e–t in (2.5.3), then 1/u = et , loge(1/u) = t, –(1/u)du = dt, and [loge(1/u)]x–1 = tx–1, for the
limits t = 0 u = 1, and t = ∞ u = 0. Hence

(2.5.6)

Starting from the definitions and setting t = m2 (dt = 2m dm) we obtain (limits are the same)

(2.5.7)

Properties and Specific Evaluations of ΓΓΓΓ(x)

Setting x + 1 in place of x we obtain

(2.5.8)

From the above relation we also obtain

(2.5.9)

Γ(x) = (x – 1)Γ(x – 1) (2.5.10)

(2.5.11)
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From (2.5.2) with x = 1, we find that Γ(1) = 1. Using (2.5.8) we obtain

Γ(2) = Γ(1 + 1) = 1Γ(1) = 1 · 1 = 1,

Γ(3) = Γ(2 + 1) = 2Γ(2) = 2 · 1,

Γ(4) = Γ(3 + 1) = 3Γ(3) = 3 · 2 · 1.

Hence we obtain

Γ(n + 1) = nΓ(n) = n(n – 1)! = n!,     n = 0, 1, 2, … (2.5.12)

Γ(n) = (n – 1)!,     n = 1, 2, … (2.5.13)

To find we first set t = u2

Hence its square value is

and thus

(2.5.14)

Next let us find the expression for for integer positive value of n. From (2.5.10) we obtain

If we proceed to apply (2.5.10), we finally obtain

(2.5.15)

Similarly we obtain

(2.5.16)
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(2.5.17)

Example
To find the ratio Γ(x + n)/Γ(x – n) where n is a positive integer and x – n ≠ 0, –1, –2, …, we proceed as
follows (see [2.5.10]):

(2.5.18)

Example
Applying (2.5.10) we find

2nΓ(n + 1) = 2nnΓ(n) = 2nn(n – 1)Γ(n – 1) = L = 2nn(n – 1)(n – 2) L 2 · 1

= 2nn! = (2 · 1)(2 · 2)(2 · 3) L (2 · n) = 2 · 4 · 6 L 2n (2.5.19)

If n – 1 is substituted in place of n, we obtain

2 · 4 · 6 L (2n – 2) = 2n–1 Γ(n) (2.5.20)

Example
Based on the Legendre duplication formula

(2.5.21)

we can find the ratio as follows:

(see previous example). But
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(2.5.23)
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Remarks on Gamma Function

1. The gamma function is continuous at every x except 0 and the negative integers.
2. The second derivative is positive for every x > 0, and this indicates that the curve y = Γ(x) is

concave upward for all x > 0.
3. Γ(x) → +∞ as x → 0+ through positive values and as x → +∞.
4. Γ(x) becomes, alternatively, negatively infinite and positively infinite at negative integers.
5. Γ(x) attains a single minimum for 0 < x < ∞ and is located between x = 1 and x = 2.

The beta function is defined by

(2.5.24)

From the above definition we write

(2.5.25)

where we set 1 – t = s.
If we set t = sin2 θ, dt = 2 sin θ cos θdθ and the limits of θ are 0 and π/2, then

(2.5.26)

The integral representation of the beta function is given by

(2.5.27)

FIGURE 2.5.1 The gamma function.
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Set t = pt in (2.5.1) and find the relation

(2.5.28)

Next set p = 1 + u and z = x + y in the above equation to find that

(2.5.29)

Substituting (2.5.29) in (2.5.27), we obtain

(2.5.30)

It can be shown that

(2.5.31)

From the identities Γ(x + 1) = xΓ(x), Γ(–x) = Γ(1 – x)/(–x), B(x, y) = Γ(x)Γ(y)/Γ(x + y) together with
(2.5.31), we obtain

(2.5.32)

Example
To show that
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which, if compared with the integral in Table 2.5.1, we have the correspondence a = 0, b = 1, c = 2. Hence
we obtain

1.3 Convolution and Correlation

1.3.1 Convolution

Convolution of functions, although a mathematical relation, is extremely important to engineers. If the
impulse response of a system is known, that is, the response of the system to a delta function input, the
output of the system is the convolution of the input and its impulse response. The convolution of two
functions is given by

(3.1.1)

Proof
Let f(t) be written as a sum of elementary functions fi(t). The output g(t) is also given by the sum of the
outputs gi(t) due to each elementary function fi(t). Hence

(3.1.2)

If ∆τ is sufficiently small, the area of fi(t) equals f(τi) ∆τ (see Figure 3.1.1). Hence, the output is
approximately f(τi) ∆τ h(t – τi) because fi(t) is concentrated near the point τi. As ∆τ → 0, we thus conclude
that

For casual systems, the impulse response is

h(t) = 0,          t < 0 (3.13)

and, therefore, the output of the system becomes

(3.1.4)

If, also, f(t) = 0 for t < 0, then g(t) = 0 for t < 0; for t > 0 we obtain

(3.1.5)
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0 2
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The convolution does not exist for all functions. The sufficient conditions are

TABLE 2.5.1 Gamma and Beta Function Relations
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1. Both f(t) and h(t) must be absolutely integrable in the interval (–∞, 0].
2. Both f(t) and h(t) must be absolutely integrable in the interval [0, ∞).
3. Either f(t) or h(t) (or both) must be absolutely integrable in the interval (–∞, ∞).

For example, the convolution cos ω0t * cos ω0t does not exist.

Example
If the functions to be convoluted are

f(t) = 1, 0 < t <1,  h(t) = e – tu(t)

then the output is given by

TABLE 2.5.1 Gamma and Beta Function Relations (Continued)

TABLE 2.5.2 Γ(x), 1 ≤ x ≤ 1.99

FIGURE 3.1.1

g t f h t d( ) = ( ) −( )
−∞

∞

∫ τ τ τ
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The ranges are

1. –∞ < t < 0. No overlap of f(t) and h(t) takes place. Hence, g(t) = 0.
2. 0 < t < 1. Overlap occurs from 0 to t. Hence

3. 1 < t < ∞. Overlap occurs from 0 to 1. Hence

Definition: Convolution Systems

The convolution of any continuous and discrete system is given respectively by

(3.1.6)

(3.1.7)

If the systems are time invariant, the kernels h(·) are functions of the difference of their argument. Hence

h(n, m) = h(n – m),  h(t, τ) = h(t – τ)

and therefore

(3.1.8)

(3.1.9)

Definition: Impulse Response

The impulse response h(t) of a system is the result of a delta function input to the system. Its value at t
is the response to a delta function at t = 0.

Example
The voltage υc(t) across the capacitor of an RC circuit in series with an input voltage source υ(t) is given by

For a given initial condition υc(t0) at time t = t0 the solution is

g t e d e e d e
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For a finite initial condition and t0 → –∞, the above equation is written in the form

Therefore, the impulse response of this system is

Example
A discrete system that smooths the input signal x(n) is described by the difference equation

y(n) = ay(n – 1) + (1 – a)x(n),  n = 0, 1, 2, …

By repeated substitution and assuming zero initial condition y(–1) = 0, the output of the system is given by

(3.1.10)

If we define the impulse response of the system by

h(n) = (1 – a)an, n = 0, 1, 2, …

the system has an input–output relation

which indicates that the system is a convolution one.

Example
A pure delay system is defined by

(3.1.11)

which shows that its impulse response is h(t) = δ(t – t0).

Definition: Nonanticipative Convolution System

A system, discrete or continuous, is nonanticipative if and only if its impulse response is

h(t) = 0, t < 0

with t ranging over the range in which the system is defined.
If the delay t0 of a pure delay system is positive, then the system is nonanticipative; and if it is negative,

the system is anticipative.
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1.3.2 Convolution Properties

Commutative

Set t – τ = τ ′ in the first integral, and then rename the dummy variable τ ′ to τ.

Distributive

g(t) = f(t) * [h1(t) + h2(t)] = f(t) * h1(t) + f(t) * h2(t)

This property follows directly as a result of the linear property of integration.

Associative

[f(t) * h1(t)] * h2(t)] = f(t) * [h1(t) * h2(t)]

Shift Invariance

If g(t) = f(t) * h(t), then

Write g(t) in its integral form, substitute t – t0 for t, set τ + t0 = τ′, and then rename the dummy variable.

Area Property

The convolution g(t) =f(t) * h(t) leads to

Ag = Af Ah

Kg = Kf + Kh

Proof
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Scaline Property

If g(t) = f(t) * h(t), then .

Proof

Complex-Valued Functions

g(t) = f(t) * h(t) = [fr(t) + jfi(t)] * [hr(t) + jfhi(t)]

= [ fr(t) * hr(t) – fi(t) * hi(t)] + j[fr(t) * hi(t) + fi(t) * hr(t)]

Derivative of Delta Function

Moment Expansion

Expand f(t – τ) in Taylor series about the point t = 0

Insert into convolution integral

where bracketed numbers in exponents indicate order of differentiation.
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Truncation Error

Because

Because τ1 depends on τ, the function f (n)(t – τ1) cannot be taken outside the integral. However, if f (n)(t)
is continuous and t nh(t) ≥ 0, then

where τ0 is some constant in the interval of integration.

Fourier Transform

�{f(t) * h(t)} = F(ω)H(ω)

Proof

Inverse Fourier Transform

Band-Limited Function

If f(t) is σ-band limited, then the output of a system is

where
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Proof

Hσ(ω) = pσ(ω)H(ω),

hence

The convolution properties are given in Table 3.2.1.

Stability of Convolution Systems

Definition: Bounded Input Bounded Output (BIBO) Stability
A discrete or continuous convolution system with impulse response h is BIBO stable if and only if the
impulse satisfies the inequality, Σn�h� < ∞ or ∫R�h(t)�dt < ∞. If the system is BIBO stable, then

for every finite amplitude input x(t) (y is the input of the system).

Example
If the impulse response of a discrete system is h(n) = abn, n = 0, 1, 2, …, then

The above indicates that for �b� < 1 the system is BIBO and for �b� ≥ 1 the system is unstable.

Example
If h(t) = u(t) then �h(t)� = ∫

0

∞

�u(t)�dt = ∞, which indicates the system is not BIBO stable.

Harmonic Inputs

If the input function is of complex exponential order ejω t, then its output is

The above equation indicates that the output is the same as the input ejωt with its amplitude modified
by �H(ω)� and its phase by tan–1 (Hi(ω)/Hr(ω)) where Hr(ω) = Re{H(ω)} and Hi(ω) = Im{Hi(ω)}.

For the discrete case we have the relation
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TABLE 3.2.1 Convolution Properties
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where

1.4 Correlation

The cross-correlation of two different functions is defined by the relation

(4.1)

When f(t) = h(t) the correlation operation is called autocorrelation.

(4.2)

For complex functions the correlation operations are given by

(4.3)

(4.4)

The two basic properties of correlation are

f(t) ◊ h(t) ≠ h(t) ◊ f(t) (4.5)

(4.6)

TABLE 3.2.1 Convolution Properties (Continued)

H e h n ej

n

j nω ω( ) = ( )
=−∞

∞
−∑

R t f t h t f h t d f t h df h( ) = ( )◊ ( ) = ( ) −( ) = +( ) ( )
−∞

∞

−∞

∞

∫ ∫˙ τ τ τ τ τ τ

R t f t f t f f t d f t f df f ( ) = ( )◊ ( ) = ( ) −( ) = +( ) ( )
−∞

∞

−∞

∞

∫ ∫˙ τ τ τ τ τ τ

R t f t h t f h t df h( ) = ( )◊ ( ) = ( ) −( )∗

−∞

∞
∗∫˙ τ τ τ

R t f t f t f f t df f ( ) = ( )◊ ( ) = ( ) −( )∗

−∞

∞
∗∫˙ τ τ τ

R t f t f t f f t d

f d f t d

f d R

f f

f f

( ) = ( )◊ ( ) = ( ) −( )

≤ ( )







 −( )









= ( ) ≤ ( )

∗

−∞

∞
∗

−∞

∞

−∞

∞

−∞

∞

∫

∫ ∫

∫

˙ τ τ τ

τ τ τ τ

τ τ

2
1 2

2
1 2

2

0

© 2000 by CRC Press LLC



Example
The cross-correlation of the following two functions, f(t) = p(t) and h(t) = e–(t–3) u(t – 3), is given by

The ranges of t are

1. t > –2: Rf h(t) = 0 (no overlap of function)

2. –4 < t < –2: Rf h(t) = e–(τ–t–3) dτ = 1 – e2et

3. –∞ < t <–4: Rf h(t) = e–(τ–t–3) dτ = ete2 (e2 – 1)

The discrete form of correlation is given by

(4.7)

(4.8)

(4.9)

1.5 Orthogonality of Signals

1.5.1 Introduction

Modern analysis regards some classes of functions as multidimensional vectors introducing the definition
of inner products and expansion in term of orthogonal functions (base functions). In this section,
functions Φ(t), f(t), F(x), … symbolize either functions of one independent variable t, or, for brevity, a
function of a set n independent variables t1, t2, …, tn. Hence, dt = dt 1 … dt n.

A real or complex function f(t) defined on the measurable set E of elements {r} is quadratically
integrable on E if and only if

exists in the sense of Lebesque. The class L2 of all real or complex functions is quadratically integrable
on a given interval if one regards the functions f(t), h(t), … as vectors and defines

Vector sum of f(t) and h(t) as f(t) + h(t)

Product of f(t) by a scalar α as αf(t)

The inner product of f(t) and h(t) is defined as

(5.1.1)
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where γ (τ) is a real nonnative function (weighting function) quadratically integrable on I.

Norm

The norm in L2 is the quantity

(5.1.2)

If �� f � � exists and is different from zero, the function is normalizable.

Normalization

Inequalities

If f(t), h(t), and the nonnegative weighting function γ(t) are quadratically integrable on I, then

Cauchy–Schwarz Inequality

(5.1.3)

Minkowski Inequality

(5.1.4)

Convergence in Mean

The space L2 admits the distance function (matric)

(5.1.5)

The root-mean-square difference of the above equation between the two functions f(t) and h(t) is equal
to zero if and only if f(t) = h(t) for almost all t in I.

Every sequence in I of functions r0(t), r1(t), r2(t), … converges in the mean to the limit r(t) if and only if

(5.1.6)

Therefore we define limit in the mean

(5.1.7)
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Convergence in the mean does not necessarily imply convergence of the sequence at every point, nor
does convergence of all points on I imply convergence in the mean.

Riess–Fischer Theorem

The L2 space with a given interval I is complete; every sequence of quadratically integrable functions
r0(t), r1(t), r2(t), … such that l.i.m.m → ∞, n → ∞ �rm – rn� = 0 (Cauchy sequence), converges in the mean to
a quadratically integrable function r(t) and defines r(t) uniquely for almost all t in I.

Orthogonality

Two quadratically integrable functions f(t), h(t) are orthogonal on I if and only if

(5.1.8)

Orthonormal

A set of function ri(t), i = 1, 2, … is an orthonormal set if and only if

(5.1.9)

Every set of normalizable mutually orthogonal functions is linearly independent.

Bessel’s Inequalities

Given a finite or infinite orthonormal set ϕ1(t), ϕ2(t), ϕ3(t), … and any function f(t) quadratically
integrable over I

(5.1.10)

The equal sign applies if and only if f(t) belongs to the space spanned by all ϕi(t).

Complete Orthonormal Set of Functions (Orthonormal Bases)

A set of functions {ϕi(t)}, i = 1, 2, …, in L2 is a complete orthonormal set if and only if the set satisfies
the following conditions:

1. Every quadratically integrable function f(t) can be expanded in the form

f(t) = 〈f, ϕ1〉ϕ1 + 〈f, ϕ2〉ϕ2 + L + 〈f, ϕi〉ϕi + L,  i = 1, 2, …

2. If (1) above is true, then

〈f, f〉 = �〈f, ϕ1〉� 2 + � 〈f, ϕ2〉� 2 + L

which is the completeness relation (Parseval’s identity).
3. For any pair of functions f(t) and h(t) in L2, the relation holds

〈f, h〉 = 〈f, ϕ1〉〈h, ϕ1〉 + 〈f, ϕ2〉〈h, ϕ2〉 + L

4. The orthonormal set ϕ1(t), ϕ2(t), ϕ3(t), … is not contained in any other orthonormal set in L2.
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The above conditions imply the following: given a complete orthonormal set {ϕi(t)}, i = 1, 2, … in L2

and a set of complex numbers 〈f, ϕ1〉, 〈f, ϕ2〉 + L such that �〈f, ϕi〉�2 < ∞, there exists a quadratically

integrable function f(t) such that 〈f, ϕ1〉ϕ1 + 〈f, ϕ2〉ϕ2 + L converges in the mean of f(t).

Gram–Schmidt Orthonormalization Process

Given any countable (finite or infinite) set of linear independent functions r1(t), r2(t), … normalizable
in I, there exists an orthogonal set ϕ1(t), ϕ2(t), … spanning the same space of functions. Hence

(5.1.11)

For creating an orthonormal set, we proceed as follows:

(5.1.12)

Series Approximation

If f(t) is a quadratically integrable function, then

yields the least mean square error. The set {ϕi(t)}, i = 1, 2, … is orthonormal and the approximation
to f(t) is

fn(t) = a1ϕ1(t) + a2ϕ2(t) + L + anϕn(t),  n = 1, 2, … (5.1.13)

1.5.2 Legendre Polynomials

1.5.2.1 Relations of Legendre Polynomials

Legendre polynomials are closely associated with physical phenomena for which spherical geometry is
important. The polynomials Pn(t) are called Legendre polynomials in honor of their discoverer, and they
are given by

(5.2.1)
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(5.2.1a)

Table 5.2.1 gives the first eight Legendre polynomials. Figure 5.2.1 shows the first six Legendre poly-
nomials.

TABLE 5.2.1 Legendre Polynomials

FIGURE 5.2.1 
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Rodrigues Formula

(5.2.2)

Recursive Formulas

(n + 1)Pn+1(t) – (2n + 1)tPn(t) + nPn–1(t) = 0, n = 1, 2, … (5.2.3)

(5.2.4)

(5.2.5)

(5.2.6)

(t2 – 1)Pn′(t) = ntPn(t) – nPn–1(t) (5.2.7)

P0(t) = 1, P1(t) = t (5.2.8)

Example
From (5.2.1), when n is even, implies Pn(–t) = Pn(t) and when n is odd, Pn(–t) = –Pn(t). Therefore

Pn(–t) = (–1)n Pn(t) (5.2.9)

Example
From (5.2.7) t = 1 implies 0 = nPn–1(1) – nPn–1(1) or Pn(1) = Pn–1(1). For n = 1 it implies P1(1) = P0(1)
= 1. For n = 2 P2(1) = P1(1) = 1, and so forth. Hence, Pn(1) = 1. From (5.2.9) Pn(–1)n. Hence

Pn(1) = 1,     Pn(–1) = (–1)n (5.2.10)

Pn(t) < 1     for –1 < t < 1 (5.2.11)

Example
From (5.2.7) we get

Use (5.2.5) to find

or

(1 – t2)Pn″(t) – 2tPn′(t) + n(n + 1)Pn(t) = 0 (5.2.12)

We have deduced the Legendre polynomials y = Pn(t) (n = 0, 1, 2, …) as the solution of the linear second-
order ordinary differential equation

P t
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dt
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(1 – t2)y ″(t) – 2ty ′(t) + n(n + 1)y(t) = 0 (5.2.12a)

called the Legendre differential equation.
If we let x = cos ϕ then the above equation transforms to the trigonometric form

y ″ + (cot ϕ)y ′ + n(n + 1)y = 0 (5.2.12b)

It can be shown that (5.2.12a) has solutions of a first kind

(5.2.12c)

valid for �t � < 1, C0 and C1 being arbitrary constants.

Schläfli’s Integral Formula

(5.2.13)

where C is any regular, simple, closed curve surrounding t.

1.5.2.2 Complete Orthonormal System,

The Legendre polynomials are orthogonal in [–1, 1]

(5.2.14)

n = 0, 1, 2, L (5.2.15)

and therefore the set

n = 0, 1, 2, L (5.2.16)

is orthonormal.

Series Expansion

If f(t) is integrable in [–1, 1], then

–1 < t < 1 (5.2.16a)
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n = 0, 1, 2, L (5.2.16b)

For even f(t), the series will contain term Pn(t) of even index; if f(t) is odd, the term of odd index only.
If the real function f(t) is piecewise smooth in (–1, 1) and if it is square integrable in (–1, 1), then the

series (5.2.16a) converges to f(t) at every continuity point of f(t).

Change of Range

If a function f(t) is defined in [a, b], it is sometimes necessary in the application to expand the function
in a series of orthogonal polynomials in this interval. Clearly the substitution

(5.2.17)

transform the interval [a, b] of the x-axis into the interval [–1, 1] of the t-axis. It is, therefore, sufficient
to consider the expansion in series of Legendre polynomials of

(5.2.18a)

(5.2.18b)

The above equation can also be accomplished as follows:

(5.2.19a)

(5.2.19b)

(5.2.19c)

Example
Suppose f(t) is given by

Then from (5.2.16b)
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Using (5.2.6), and noting that Pn(1) = 1, we obtain

which leads to the expansion

Example
Suppose f(t) is given by

The function is an odd function and, therefore, f(t)Pn(t) is an odd function of Pn(t) with even index.
Hence, an are zero for n = 0, 2, 4, … For odd index n, the product f(t)Pn(t) is even and hence

Using (5.2.6) and setting n = 2k + 1, k = 0, 1, 2, … we obtain

where we have used the property Pn(1) = 1 for all n. But

(5.2.20)

and, thus, we have

The expansion is

(5.2.21)
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1.5.2.3 Associated Legendre Polynomials

If m is a positive integer and –1 ≤ t ≤ 1, then

(5.2.22)

where (t) is known as the associated Legendre function or Ferrer’s functions.

Rodrigues Formula

(5.2.23)

Properties

(5.2.24)

(5.2.25)

(5.2.26)

(5.2.27)

(5.2.28)

(5.2.29)

(5.2.30)

(5.2.31)

Example

To evaluate the integral t mPn(t)dt, we use the Rodrigues formula and proceed as follows:
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where integration by parts was used. The left expression is zero because of the presence of the expression
(t 2 – 1)n. 

(a) For m < n and after m integrations by parts we obtain

(b) m ≥ n. Integrate n times by parts to find the following expression:

where

Multiplying numerator and denominator by (m – n)! and incorporating the (–1)n in the integrand, we
obtain 

If m – n is odd the integrand is an odd function and hence is equal to zero. If m – n is even then the
integrand is even and hence
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Hence,

Example
To find P2n(0) we use the summation

with k = 0. Hence

Example

To evaluate Pm(t)dt for m ≠ 0, we must consider the two cases: m being odd and m being even.

(a) m is even and m ≠ 0

The result is due to the orthogonality principle.
(b) m is odd and m ≠ 0. From the relation (see Table 5.2.2)
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TABLE 5.2.2 Properties of Legendre and Associate Legendre Functions
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TABLE 5.2.2 Properties of Legendre and Associate Legendre Functions (Continued)

44. k ≠ n

45.

46.

47.
m > 0

48.

49.
n + m is odd

n + m is even

50. k ≠ m
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Using the results of the previous example, we obtain

Example
One hemisphere of a homogeneous spherical solid is maintained at 300°C while the other half is kept at
75°C. To find the temperature distribution we must use the equation for heat conduction

where T is temperature, t is time, k is the thermal conductivity, ρ is the density, c is specific heat, and
∂Q/∂t is the rate of heat generation. Because of the steady-state condition of the problem, ∂T/∂t = ∂Q/∂t
= 0. Hence, the equation becomes

where T is independent of θ.
Assuming a solution of the form

T = FG = f(r)g(ϕ)

we obtain

Similarly, we obtain

Introducing these relations in the Laplacian, we obtain

or
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Setting the above ratios equal to positive constant k2, k ≠ 0, we obtain

For k2 = n(n + 1), we recognize that the above equation is the Legendre equation with G playing the role
of y. Thus, a particular solution is

G = CnPn(cos ϕ)

where Cn is an arbitrary constant. With k2 = n(n + 1) the general solution for F is given by

where Sn and Bn are arbitrary constants. Because for r = 0 the second term becomes infinity, we set Bn =
0. Hence, the product solution is

T = FG = SnCnrnPn(cos ϕ) = DnrnPn(cos ϕ)

Because Legendre polynomials are continuous we must create a procedure to alleviate this problem. We
denote the excess of the temperature T on the upper half of the surface over that of T on the lower half.
On the bounding great circle between these halves, we arbitrarily set it equal to (300 – 75)/2. We then have

If we let x = cost ϕ , then TE(ϕ) becomes f(x)

Next we expand f(x) in the form

2 2
2

2

2

2r
dF

dr
r

d F

dr
F

dG

d

d G

dr

G

+
= −

+
ϕ

ϕcot

r
d F

dr
r

dF

dr
k F

d G

d

dG

d
k G

2
2

2
2

2

2
2

2 0

0

+ − =

+( ) + =
ϕ

ϕ
ϕ

cot

F S r
B

rn
n n

n
= + +1

TE ϕ
ϕ π

π ϕ π
ϕ π

( ) =
≤ <

< ≤
=









225

0

225 2

0 2

2

2

f x

x

x

x

( ) =
< ≤

− ≤ <
=









225

0

225 2

0 1

1 0

0

f x a P x a
n

f x P x dx

P x P x P x

n

n

n n n( ) = ( ) = + ( ) ( )

= + ( ) − ( ) + ( ) −





=

∞

∑ ∫
0

0

1

1 3 5

2 1

2

225
1

2

3

4

7

16

11

32

,

L

© 2000 by CRC Press LLC



Setting Dn = an/Rn, where an is the coefficient of Pn(x) and R is the radius of the solid, the solution is
given by

Table 5.2.2 gives relationships of Legendre and associated Legendre functions.

1.5.3 Hermite Polynomials

1.5.3.1 Generating Function

If we define the Hermite polynomial by the Rodrigues formula

(5.3.1)

The first few Hermite polynomials are

H0(t) = 1,

H1(t) = 2t,

H2(t) = 4t2 – 2,

H3(t) = 8t3 – 12t,

H4(t) = 16r4 – 48t + 12,

H5(t) = 32t5 – 160t3 + 120t

and therefore

(5.3.2)

[n/2] ≡ largest integer ≤ n/2

The Hermite polynomials are orthogonal with weight γ (t) = e–t2 on the interval (–∞, ∞).
The relation between Hermite polynomial and the generating function is

(5.3.3)
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Figure 5.3.1 shows several Hermite polynomials.

Example
Let t = 0 in (5.3.3) and expand e–x2 in power series. Comparing equal powers of both sides we find that

Hermite polynomials are even for even n and odd for n odd. Hence,

Hn(–t) = (–1)nHn(t) (5.3.4)

1.5.3.2 Recurrence Relation

If we substitute w(t, x) of (5.3.3) into identity

we obtain

or

But H1(t) – 2tH0(t) = 0 and hence

FIGURE 5.3.1
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Hn+1(t) – 2tHn(t) + 2nHn–1(t) = 0, n = 1, 2, … (5.3.5)

If we use

we obtain

Hn′(t) = 2nHn–1(t), n = 1, 2, … (5.3.6)

Eliminating Hn–1(t) from (5.3.6) and (5.3.5), we obtain

Hn+1(t) – 2tHn(t) + Hn′(t) = 0, n = 0, 1, 2, … (5.3.7)

Differentiate (5.3.6), combine with (5.3.5), and use the relation H′n+1  = 2(n + 1)H(n + 1)–1, we obtain

Hn″ –2tHn′(t) + 2nHn(t) = 0, n = 0, 1, 2, … (5.3.8)

From the above equation, with y = Hn(t)  (n = 0, 1, 2, …), we observe that the Hermite polynomials are
the solution to the second-order ordinary differential equation known as the Hermite equation

y″ – 2ty′ + 2ny = 0 (5.3.9)

1.5.3.3 Integral Representation and Integral Equation

The integral representation of Hermite polynomials is given by

(5.3.10)

The integral equation satisfied by the Hermite polynomials is

(5.3.10a)

Also, because H2m(t) is an even function and H2m+1(t) is an odd function, then the above equation implies
the following two integrals:

(5.3.11)

1.5.3.4 Orthogonality Relation: Hermite Series

The orthogonality property of the Hermite polynomials is given by
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and

(5.3.13)

Therefore, the orthonormal Hermite polynomials are

(5.3.14)

Theorem 5.3.1
If f(t) is piecewise smooth in every finite interval [–a, a] and

then the Hermite series

(5.3.15)

(5.3.16)

converges pointwise to f(t) at every continuity point and converges at [f(t+) – f(t–)]/2 at points of
discontinuity.

Example
The function f(t) = t2p, p = 1, 2, … satisfies Theorem 5.3.1 and it is even. Hence,

where

to find C2n, integration by parts was performed n times.
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The function eat , where a is an arbitrary number, satisfies Theorem 5.3.1. Hence
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where

Example
The sgn(t) function is odd and hence its expansion takes the form

where

Use the identity

which results from (5.3.5) and (5.3.6), to find that

Table 5.3.1 gives the Hermite relationships.

1.5.4 Laguerre Polynomials

Generating Function and Rodrigues Formula

The generating function for the Laguerre polynomials is given by

(5.4.1)
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TABLE 5.3.1 Properties of the Hermite Polynomials
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and finally making the change of index m = n – k, (5.4.1) leads to

(5.4.2)

The Rodrigues formula for creating Laguerre polynomials is given by

(5.4.3)

which can be verified by application of the Leibniz formula

(5.4.4)

For a real a > –1 the general Laguerre polynomials are defined by the formula

(5.4.5a)

Using Leibniz’s formula

(5.4.5b)

Table 5.4.1 gives a few Laguerre polynomials. Figure 5.4.1 shows several Laguerre polynomials.

Recurrence Relations

The generating function w(t, x), (5.4.1) satisfies the identity

TABLE 5.3.1 Properties of the Hermite Polynomials (Continued)
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(5.4.6)

Substituting (5.4.1) in (5.4.6) and equating the coefficients of xn to zero, we obtain

(n + 1)Ln+1(t) + (t – 1 – 2n)Ln(t) +nLn–1(t) = 0, n = 1, 2, … (5.4.7)

Similarly substituting (5.4.1) into

(5.4.8)

we obtain the relation

Ln′(t) – L′n–1 (t) + Ln–1(t) = 0, n = 1, 2, … (5.4.9)

From this we obtain

TABLE 5.4.1 Laguerre Polynomials

FIGURE 5.4.1
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(5.4.10)

(5.4.11)

From (5.4.7) by differentiation we find

(5.4.12)

Eliminating L′n+1(t)  and L′n–1(t)  by using (5.4.10), (5.4.11), and (5.4.12), we obtain

tLn′(t) = nLn(t) – nLn–1(t) (5.4.13)

By differentiating (5.4.13) and using (5.4.9), we obtain

tLn″(t) + Ln′(t) = – nLn–1(t)

Next, eliminating Ln–1(t) using (5.4.13) we obtain

tLn″(t) + (1 – t)Ln′(t) + nLn(t) = 0 (5.4.14)

Setting y = Ln(t) (n = 0, 1, 2, …), we conclude that all Ln(t) are the solution to the Laguerre equation

ty″ + (1 – t)y′ + ny = 0 (5.4.15)

Orthogonality, Laguerre Series

The orthogonality relations for Laguerre polynomials are

(5.4.16)

(5.4.17)

For the generalized Laguerre polynomials, the orthogonality relations

(5.4.18)

The orthogonal system for the generalized polynomials on the interval 0 ≤ t < ∞ is

(5.4.19)

The Laguerre series is given by
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(5.4.20)

where

(5.4.21)

Theorem 5.4.1
If f(t) is piecewise smooth in every finite interval t1 ≤ t ≤ t2, 0 < t1 < t2 < ∞ and

then the Laguerre series converges pointwise to f(t) at every continuity point of f(t), and at the points
of discontinuity the series converges to [f(t+) – f(t–)]/2.

If we set a = m = integer (m = 0, 1, 2, …), then (5.4.5b) becomes

(5.4.22)

The Rodrigues formula is

(5.4.23)

Example
The function tb can be expanded in series
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The steps to find Cn were: a) substitution of (5.4.5), b) integration by parts n times, and c) multiplication
of numerator and denominator by Γ(b – n + 1). In particular if b = m = positive integer

0 < t < ∞, a > –1, and m = 0, 1, 2, …

If a = 0, we obtain the expansion

Example
The function f(t) = e–bt, with b > –1/2 and t > 0, is expanded as follows

and thus

For a = 0

Table 5.4.2 gives relationships of Laguerre polynomials.

1.5.5 Chebyshev Polynomials

The Chebyshev polynomials can be derived from the Gegenbauer polynomials, and are given

(5.5.1)

The Chebyshev polynomials of the second kind are simply

(5.5.2a)
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TABLE 5.4.2 Properties of the Laguerre Polynomials

1. 0 ≤ t < ∞, n = 0, 1, 2, …

2. n = 0, 1, 2, …

3. (n + 1)Ln+1(t) + (t – 1 – 2n)Ln(t) + nLn–1(t) = 0 n = 1, 2, 3, …

4. n = 1, 2, 3, …
5. (n + 1)Ln+1′ (t) + (t – 1 – 2n)Ln′(t) + Ln(t) + nLn–1′ (t) = 0, n = 1, 2, 3, …

6.

7. n = 1, 2, 3, …

8. Laguerre differential equation

9. generating function

10. k ≠ n

11.

12.
0 ≤ t < ∞

13.

14. m = 0, 1, 2, …

15.
m = 0, 1, 2, …

16.

17.

18. Rodrigues formula

19.

20.

21.
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where is the Gegenbauer polynomial with λ = 1

(5.5.2b)

Hence, the second kind Chebyshev polynomials are

(5.5.3)

TABLE 5.4.2 Properties of the Laguerre Polynomials (Continued)
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The recurrence are

Tn+1(t) – 2tTn(t) + Tn–1(t) = 0 (5.5.4)

Un+1(t) – 2tUn(t) + Un–1(t) = 0 (5.5.5)

The orthogonality properties are

(5.5.6)

(5.5.7)

The governing differential equations for Tn(t) and Un(t) are, respectively,

(1 – t2)y″ – ty′ + n2y = 0 (5.5.8)

(1 – t2)y″ – 3ty′ + n(n + 2)y = 0 (5.5.9)

The following are relationships between the two Chebyshev types:

Tn(t) = Un(t) – tUn–1(t) (5.5.10)

(1 – t2)Un(t) = tTn(t) – Tn+1(t) (5.5.11)

Table 5.5.1 gives relationships for the Chebyshev polynomials.

TABLE 5.5.1 Properties of the Chebyshev Polynomials
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If we set t = cos θ in (5.5.8), we find that it reduces to

with solution cos nθ and sin nθ. Therefore, if we set Tn(cos θ) = Cn cos nθ, we find that Cn = 1 for all n
because Tn(1) = 1 for all n. Hence

Tn(t) = cos nθ = cos(n cos–1 t) (5.5.12)

Similarly

(5.5.13

The generating function for the Chebyshev polynomial is

(5.5.14)

The generalized Rodrigues formula is

(5.5.15)

Figure 5.5.1 shows several Chebyshev polynomials.

FIGURE 5.5.1
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1.5.6 Bessel Functions

Bessel Functions of the First Kind

General relations    The solution of Bessel’s equation

(5.6.1)

is the function y = Jn(t), known as the Bessel function of the first kind and order n. The Bessel function
is defined by the series

(5.6.2)

We can find (5.6.2) by expanding the function w(t, x) in series of the two exponentials exp(tx/2) and
exp(–t/2x) in the form

(5.6.3)

By setting n = –n in (5.6.2) we obtain

because 1/[(k – n)!] = 0 for k = 0, 1, 2, …, n – 1 (Γ(n) = ∞ for negative n). Setting k = m + n, we obtain

(5.6.4)

from which it follows that

J–n(t) = (–1)n Jn(t), n = 0, 1, 2, … (5.6.5)

Equating like terms in the expanded form of (5.6.3), we obtain

J0(0) = 1, Jn(0) = 0, n ≠ 0 (5.6.6)

Figure 5.6.1 shows several Bessel functions of the first kind and zero order.

Bessel Functions of Nonintegral Order

The Bessel functions of a noninteger number are given by (υ = noninteger number)

(5.6.7a)
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(5.6.7b)

The two functions J–υ(t) and Jυ(t) are linear independent for noninteger values of υ and they do not
satisfy any generating-function relation. The functions J–υ(0) = ∞ and Jυ(0) remain finite. Both share
most of the properties of Jn(t) and J–n(t).

Recurrence Relation

(5.6.8)

Similarly

(5.6.9)

Differentiate (5.6.8) and (5.6.9) and dividing by tυ and t–υ, respectively, we find

(5.6.10)

(5.6.11)

Set υ = 0 in (5.6.11) to obtain

J0′(t) = –J1(t) (5.6.12)

Add and subtract (5.6.10) and (5.6.11) to find, respectively, the relations

FIGURE 5.6.1
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2Jυ′(t) = Jυ–1(t) –Jυ+1(t) (5.6.13)

(5.6.14)

The last relation is known as the three-term recurrence formula. Repeated operations result in

(5.6.15)

(5.6.16)

Example
We proceed to find the following derivative

where (5.6.8) was used.

Example
Differentiate (5.6.13) to find

Then apply the same equation to each derivative on the right side to find

Similarly we find

Integral Representation

Set x = exp(–jϕ) in (5.6.3), multiply both sides by exp(jnϕ), and integrate the results from 0 to π. Hence

2
1 1

υ
υ υ υt

J t J t J t( ) = ( ) + ( )− +

d

tdt
t J t t J t

m
m

m





 ( )[ ] = ( )−

−
υ

υ
υ

υ

d

tdt
t J t t J t m

m
m m

m





 ( )[ ] = −( ) ( ) =− − −

+
υ

υ
υ

υ1 1 2, ,K

d

dt
t J at

d

dt

u

a
J u

d

du

u

a
J u

du

dt

a
d

du
u J u a a u J u

a at J at at J

υ
υ

υ

υ

υ

υ υ

υ υ
υ

υ υ
υ

υ υ

υ
υ

υ

( )[ ] =






( )












= ( )











= ( )[ ] = ( )[ ]
= ( ) ( )





=

− −
−

−
−

1
1

1
1 −− ( )1 at

d J t

dt

dJ t

dt

dJ t

dt

2

2

1 11

2

υ υ υ( )
=

( )
−

( )









− +

d J t

dt
J t J t J t J t

J t J t J t

2

2 2 2

2 2 2

1

2

1

2

1

2

1

2
2

υ
υ υ υ υ

υ υ υ

( )
= ( ) − ( )[ ] − ( ) − ( )[ ]









= ( ) − ( ) + ( )[ ]

− +

− +

d J t

dt
J t J t J t J t

3

3 3 3 1 1 3

1

2
3 3

υ
υ υ υ υ

( )
= ( ) − ( ) + ( ) − ( )[ ]− − + +
© 2000 by CRC Press LLC



(5.6.17)

Expand on both sides the exponentials in Eauler’s formula; equate the real and imaginary parts and use
the relation

to find that all terms of the infinite sum vanish except for k = n. Hence, we obtain

(5.6.18)

When n = 0, we find

(5.6.19)

For a Bessel function with nonintegral order, the Poisson formula is

(5.6.20)

Set x = cosθ to obtain

(5.6.21)

Integrals Involving Bessel Functions

Start with the identities

(5.6.22)

(5.6.23)

and directly integrate to find

(5.6.24)
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(5.6.25)

where C is the constant of integration.

Example
We apply the integration procedure to find

The last integral has no closed solution.

Example
If a > and b > 0, then (see [5.6.19])

Example
For a > 0, b > 0, and υ > –1 (υ is real), then

(5.6.26)

where the last integral is the gamma function and the summation is the exponential expression.
The usual method to find definite integrals involving Bessel functions is to replace the Bessel function

by its series representation. To illustrate the technique, let us find the value of the integral
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(5.6.27)

where the last integral is in the form of a gamma function. But we know that

and thus we obtain

(5.6.28)

Therefore, (5.6.27) becomes

(5.6.29)

Setting p = 0 in this equation we find

I e t J bt dt p a b

b

k k p
e t dt

b
k p

k k p
a

at p
p

k k p

k

at k p

p

k

k p

k

p

= ( ) > − > >

=
−( ) ( )

+ +( )

=
−( ) + +( )

+ +( ) ( )

∞
−

+

=

∞ ∞
− +

+
=

∞
− +

∫

∑ ∫

∑

0

2

0
0

2 2

2

0

2

1

2
0 0

1 2

1

1 2 2 1

2 1

, , ,

!

!

Γ

Γ
Γ

11

2 2






− ( )k k
b

−





= −( ) + −











=
−







+
+







=
+







+






≤ ≤ −

r

k

r k

k

n

k

n

n k

n

k

n

k

n

k
k n

k
1

1

1

1 1
0 1

,

,

−( ) + +( )
+ +( ) =

−( ) + +





=
−( )

+





+ −









=
+



 − +







+

1 2 2 1

2 1

1 2
1

2

1
2

1

2

1

2

2
1

2
1

2

2

k

k p

k p

k

p

p

k p

k k p

p k

k

p
p k

k

p
p

k

Γ
Γ

Γ

Γ

Γ

! !π

π

π 









I e t J bt dt

b p
p

k
a b

b p

a b

p a

at p
p

p

k

p k k

p

p

= ( )

=
( ) +



 − +
















( ) ( )

=
( ) +





+( )
> − >

∞
−

=

∞
− +( )( )−

+

∫

∑

0

0

2 1 2 2

2 2
1

2

2
1

2
1

2

2
1

2 1

2

Γ

Γ

π

π
, , 00 0, b >
© 2000 by CRC Press LLC



(5.6.30)

Set a = 0+ in this equation to obtain

(5.6.31)

By assuming the real approaches zero and writing a as pure imaginary, (5.6.30) becomes

(5.6.32)

The above integral, by equating real and imaginary parts, becomes

(5.6.33)

(5.6.34)

Example

To evaluate the integral tJ0(at)dt, we proceed as follows:

(5.6.35)

where (5.6.8) with υ = 1 was used.

Example

To evaluate the integral I = t2J0(at)dt, where a is a constant and nonequal to zero, we proceed as

follows (set at = r):
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But (see [5.6.23])

and therefore

(5.6.36)

The integral can be approximately evaluated with any desired accuracy by termwise integration of the
series of J0(t). Hence, we write

Fourier Bessel Series

A Bessel series is a member of the class of generalized Fourier series. It is defined by

(5.6.37)

where c’s are the expansion coefficient constants and tn’s (n = 1, 2, 3, …) are the zeros (positive roots)
of the function

Jυ(tnt), n = 1, 2, 3, … (5.6.38)

The orthogonality property is defined as follows (υ > –1):

(5.6.39)

with weight t. It can also be shown that

(5.6.40)

Theorem 5.6.1
If a real function f(t) is piecewise continuous on (0, a) and is of bounded variation in every subinterval
[t1, t2] where 0 < t1 < t2 < a, then if the integral

is finite, the Fourier–Bessel series converges to f(t) at every continuity point of f(t) and to [f(t+) – f(t–)]/2
at every discontinuity point.
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To begin, multiply (5.6.37) by tJυ(tmt) and integrate from 0 to a. Assuming that termwise integration
is permitted, we obtain

(5.6.41)

because the integral is zero if n ≠ m (see [5.6.39]). Hence, from this equation we obtain

(5.6.42)

Example
Find the Fourier–Bessel series for the function

corresponding to the set of functions {J1(tnt)} where tn satisfies J1(2tn) = 0 (n = 1, 2, 3, …).

Solution   We write the solution

where

Example
To express the function f(t) = 1 on the open interval 0 < t < a as an infinite series of Bessel functions of
zero order, we proceed as follows (see [5.6.42]):
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Hence the expression is

Example
Let us expand the function f(t) = t 2, 0 ≤ t ≤ 1, in a series of the form

c1 J0(t1t) + c2 J0(t2t) + c3 J0(t3t) + …

where tn denotes the nth positive zero of J0(t). From (5.6.42) we obtain (a = 1) 

Table 5.6.1 gives Bessel function relationships. Tables 5.6.2 and 5.6.3 give numerical values for Bessel
functions and Table 5.6.4 gives the zeros of several Bessel functions.

1.5.7 Zernike Polynomials

Zernike polynomials are a set of complex exponentials that form a complete orthogonal set over the
interior of the unit circle. Polynomial representation of optical wave fronts is essential in the analysis of
interferometric test data, for example, to assess optical system performance. One such set, which is
attractive for its simple rotational properties, is the circle polynomials or Zernike polynomials. The set
of these polynomials is denoted by

Vnl(x, y) = Vnl(r cos θ, r sin θ) = Vnl(r, θ) = Rnl(r)ejlθ (5.7.1)
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TABLE 5.6.1 Properties of Bessel Functions of the First Kind
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TABLE 5.6.1 Properties of Bessel Functions of the First Kind (Continued)
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TABLE 5.6.1 Properties of Bessel Functions of the First Kind (Continued)
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TABLE 5.6.1 Properties of Bessel Functions of the First Kind (Continued)
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TABLE 5.6.2
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TABLE 5.6.3

TABLE 5.6.4 Zeros of J0(x), J1(x), J2(x), J3(x), J4(x), J5(x)
© 2000 by CRC Press LLC



where

n is a nonnegative integer, n ≥ 0
l is an integer subject to constraints: n – � l� is even and �l � ≤ n
r is the length of vector from origin to (x, y) point
θ is the angle between r- and x-axis in the counterclockwise direction

The orthogonality property is expressed by the formula

(5.7.2)

where δij is the Kronecker symbol. The real-valued radial polynomials satisfy the orthogonality relation

(5.7.3)

The radial polynomials are given by

(5.7.4)

For all permissible values of n and �l�

Rn± |l|(1) = 1, Rn|l|(r) = Rn(–|l|(r) (5.7.5)

Table 5.7.1 gives the explicit form of the function Rn|l|(r).
A relation between radial Zernike polynomials and Bessel functions of the first kind is given by

(5.7.6)

From (5.7.1) we obtain the following real Zernike polynomials:

(5.7.7)

Figure 5.7.1 shows the function Unl for a few radial modes.
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TABLE 5.7.1 The Radial Polynomials Rn|l|(r) for |l| ≤ 8, n ≤ 8



FIGURE 5.7.1
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FIGURE 5.7.1 (Continued)
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Expansion in Zernike Polynomials

If f(x, y) is a piecewise continuous function, we can expand this function in Zernike polynomials in the
form

(5.7.8)

Multiplying by (x, y), integrating over the unit circle, and taking into consideration the orthogonality
property we obtain

(5.7.9)

with restrictions of the values of n and l as shown above. Anl’s are also known as Zernike moments.

Example
Expand the function f(x, y) = x in Zernike polynomials.
Solution    We write f(r cos θ, r sin θ) = r cos θ and observe that r has exponent (degree) one. Therefore,
the values of n will be 0, 1 and because n – �l� must be even, l will take 0, 1 and –1 values. We then write

(5.7.10)

where three terms were dropped because they did not obey the condition that n – �l � is even. From (5.7.5)
R1(–1)(r) = R11(r) and hence we obtain

Therefore, the expansion becomes

as was expected.
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The radial polynomials Rnl(r) are real valued and if f(x, y) is real, that is, image intensity, it is often
convenient to expand in real-values series. The real expansion corresponding to (5.7.8)

(5.7.11)

where n – l is even and l < n. Observe that l takes only positive value. The unknown constants are found
from

(5.7.12)

(5.7.13a)

Sn0 = 0, l = 0 (5.7.13b)

If the function is axially symmetric only the cosine terms are needed. The connection between real and
complex Zernike coefficients are

Cnl = 2Re{Anl} (5.7.14a)

Snl = –2Im{Anl} (5.7.14b)

Anl = (Cnl – jSnl)/2 = (An(–l)* (5.7.14c)

Figure 5.7.2 shows the reconstruction of the letter Z using different orders of Zernike moments.

1.6 Sampling of Signals

Two critical questions in signal sampling are: First, do the sampled values of a function adequately
represent the system? Second, what must the sampling interval be in order that an optimum recovery of
the signal can be accomplished from the sampled values?

The value of the function at the sampling points is the sampled value, the time that separates the
sampling points is the sampling interval, and the reciprocal of the sampling interval is the sampling
frequency or sampling rate.

If the sampling interval Ts is chosen to be constant, and n = 0 ± 1, ± 2, …, the sampled signal is

(6.1)

Its Fourier transform is

(6.2)

We can also represent the Fourier transform of a sampled function as follows:
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FIGURE 5.7.2
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(6.3)

Fs(ω) is periodic with period ωs in the frequency domain.

Example

1.6.1 The Sampling Theorem

It can be shown that it is possible for a band-limited signal f(t) to be exactly specified by its sampled
valued provided that the time distance between sample values does not exceed a critical sampling interval.

Theorem 6.1.1
A finite energy function f(t) having a band-limited Fourier transform, F(ω) = 0 for �ω � ≥ ωN, can be
completely reconstructed from its sampled values f(nTs) (see Figure 6.1.1), with

(6.1.1)

provided that

The function within the braces, which is the sinc function, is often called the interpolation function
to indicate that it allows an interpolation between the sampled values to find f(t) for all t.

Proof    Employ (6.3) and Figure 6.1.1c to write

F(ω) = pω s /2(ω)TsFs(ω) (6.1.2)
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By (6.1.2), the above equation becomes

By application of the frequency-shift property of the Fourier transform, this equation proves the theorem.
The sampling time

(6.1.3)

FIGURE 6.1.1
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is related to the Nyquist interval. It is the largest time interval that can be used for sampling of a band-
limited signal and still allows recovering of the signal without distortion. If, however, the sampling time
is larger than the Nyquist interval, overlap of spectra takes place, known as aliasing, and no perfect
reconstruction of the band-limited signal is possible. Figure 6.1.2 shows the delta sampling representation
and recovery of a band-limited signal. The following definitions have been used in the figure:

FIGURE 6.1.2
© 2000 by CRC Press LLC



(6.1.4)

(6.1.5)

Frequency Sampling

Analogous to the time-sampling theorem, a frequency-sampling equivalent also exits.

Theorem 6.1.2
A time function f(t) that is time limited so that

f (t) =0, �t � > TN (6.1.6)

possesses a Fourier transform that can be uniquely determined from its samples at distances nπ/TN, and
is given by

(6.1.7)

where the sampling is at the Nyquist rate.

Sampling With a Train of Rectangular Pulses

The Fourier transform of a band-limited function sampled with periodic pulses is given by (see Figure
6.1.3)

(6.1.8)

where τ is the width of the pulse. The above expression indicates that as long as ωs > 2ωN, the spectrum
of the sampled signal contains no overlapping spectra of f(t) and can be recovered using a low-pass filter.
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1.6.2 Extensions of the Sampling Theorem

The sampling theorem of a band-limited function of n variables is given by the following theorem:

Theorem 6.2.1
Let f(t1, t2, …, tn) be a function of n real variables, whose n-dimensional Fourier integral exists and is
identically zero outside an n-dimensional rectangle and is symmetrical about the origin, that is,

g(y1, y2, …, yn) 0, �yk� > �ωk�, k = 1, 2, …, n (6.2.1)

Then

(6.2.2)

An additional theorem on the sampling of band-limited signals follows.

Theorem 6.2.2
Let f(t) be a continuous function with finite Fourier transform F(ω)[F(ω) = 0 for �ω � > 2π fN]. Then

(6.2.3)
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f t t t f
m m

t m

t m

t m

t m

n

m m

n

n

n n n

n n n

n

1 2
1

1

1 1 1

1 1 1

1

, , , , ,

sin sin

K L K

L

( ) =







×
−( )

−
−( )

−

=−∞

∞

=−∞

∞

∑ ∑ π
ω

π
ω

ω π
ω π

ω π
ω π

f t kh t kh kh
t kh

R
kh

h
t kh

h
t kh

k

R

R

R

( ) = ( ) + −( ) ( ) + +
−( ) ( )













×
−( )

−( )



















=−∞

∞
( ) ( )

+

∑ ξ ξ ξ

π

π

1

1

L
!

sin
© 2000 by CRC Press LLC



where:
R is the highest derivative order
h = (R + 1)/(2fN)
ξ(R) (kh) is the Rth derivative of the function ξ(.)

ξ(j) (kh) =

= 0 for odd β

Papoulis Extensions

The band-limited signal

(6.2.4)

can be represented by

(6.2.5)

where

Theorem 6.2.3
Given an arbitrary sequence of numbers {an}, if we form the sum

(6.2.6)

then x(t) is band limited by w0.
The sampling expansion of f 2(t) is given by

(6.2.7)
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The band-limited signal given in (6.2.4) can be expressed in terms of the sample values g(nT) of the
output

(6.2.8)

of a system with transfer function H(ω) driven by f(t). The sampling expansion of f(t) is

(6.2.9)

where

(6.2.10)

1.7 Asymptotic Series

Functions such as f(z) and ϕ(z) are defined on a set R in the complex plane. By a neighborhood of z0

we mean an open disc �z – z0� < δ if z0 is at a finite distance, and a region �z � > δ if z0 is the point at infinity.

f = O(ϕϕϕϕ) and f = o(ϕϕϕϕ) Notation

We write f = O(ϕ) if there exists a constant A such that � f � ≤ A�ϕ � for all z in R.
We also write f = O(ϕ) as z → z0 if there exists a constant A and a neighborhood U of z0 such that � f �

≤ A�ϕ � for all points in the intersection of U and R.
We write f = o(ϕ) as z → z0 if, for any positive number ε, there exists a neighborhood U of z0 such

that � f � ≤ ε �ϕ � for all points z of the intersection of U and R.
More simply, if ϕ does not vanish on R, f = O(ϕ) means that f/ϕ is bounded, f = o(ϕ) means that f/ϕ

tends to zero as z → z0.

Asymptotic Sequence

A sequence of functions {ϕn(z)} is called an asymptotic sequence as z → z0 if there is a neighborhood
of z0 in which none of the functions vanish (except the point z0) and if for all n

ϕn+1 = o(ϕn)     as z → z0

For example, if z0 is finite {(z – z0)n} is an asymptotic sequence as z → z0, and {z–n} is as z → ∞.

Poincaré Sense Asymptotic Sequence

The formal series

(7.1)

which is not necessarily convergent, is an asymptotic expansion of f(z) in the Poincaré sense with respect
to the asymptotic sequence {ϕn(z)}, if for every value of m,
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(7.2)

as z → z0.
Because

(7.3)

in partial sum

(7.4)

is an approximation to f(z) with an error O(ϕm) as z → z0; this error is of the same order of magnitude
as the first term omitted. If such an asymptotic expansion exists, it is unique, and the coefficients are
given successively by

(7.5)

Hence, for a function f(z) we write

(7.6)

Asymptotic Approximation

A partial sum of (7.6) is called an asymptotic approximation to f(z). The first term is called the dominant
term.

The above definition applies equally well for a real variable z.

Asymptotic Power Series

We shall assume that the transformation z ′ = 1/(z – z0) has been done for limit points z0 located at a
finite distance. Hence we can always consider expansions as z approaches infinity in a sector a < ph z <
β ; or, for real value x, as x approaches infinity or as x approaches negative infinity.

The divergence series

(7.7)

in which the sum of the first (n + 1) terms is Sn(z), is said to be an asymptotic expansion of a function
f(z) for a given range of values of arg z, if the expansion Rn(z) = zn{f(z) – Sn(z)} satisfies the condition

(7.8)
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even though

When this is true, we can make

�zn{f(z) – Sn(z)}� < ε (7.9)

where ε is arbitrarily small, by making �z� sufficiently large. This definition is due to Poincaré.

Example
For real x, integration on the real axis and repeated integration by parts, we obtain

If we consider the expansion

we can write

But �um/um–1� = mx –1 → ∞ as m → ∞. The Series Σum is divergent for all values of x. However, the series
can be used to calculate f(x).

For a fixed n, we can calculate Sn from the relation

Because exp(x – t) ≤ 1,

For large values of x the right-hand member of the above relation is very small. This shows that the value
of f(x) can be calculated with great accuracy for large values of x, by taking the sum of a suitable number
of terms of the series Σum. From the last relation we obtain

�xn{ f (x) – Sn(x)}� < n!x –1 → 0 as x → ∞

which satisfies the asymptotic expansion condition.

Operation of Asymptotic Power Series

Let the following two functions possess asymptotic expansions:

lim
n nR z z
→∞

( ) = ∞ ( ) is fixed

f x t e dt
x x x

n

x
n

e dt

tx

x t

n

n

n

x

x t

n( ) = = − + − +
−( ) −( )

+ −( )
∞

− −
− ∞ −

+∫ ∫1
2 3

1

1

1 1 2 1 1
1

! !
!L

u
n

xn

n

n−

−

=
−( ) −( )

1

1
1 1 !

u
x x x

n

x
S xm

m

n n

n n

=
+∑ = − + − +

−( )
= ( )

0

2 3 1

1 1 2 1! !
L

f x S x n
e dt

tn

n

x

x t

n( ) − ( ) = −( ) +( )+ ∞ −

+∫1 1
1

2
!

f x S x n
e dt

t
n

dt

t

n

xn
x

x t

n
x

n n( ) − ( ) = +( ) < +( ) =
∞ −

+

∞

+ +∫ ∫1 1
2 2 1

! !
!

© 2000 by CRC Press LLC



on the real axis.

(a) If A is constant

(7.10)

(b)

(7.11)

(c)

(7.12)

(d) If a0 ≠ 0, then

(7.13)

The function 1/f(x) tends to a finite limit 1/a0 as x approaches infinity. Hence,

Similarly we obtain

and so on.
In general, any rational function of f(x) has an asymptotic power series expansion provided that
the denominator does not tend to zero as x approaches infinity.
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(e) If f(x) is continuous for x > a > 0 and if x > a, then

(7.14)

(f) If f(x) has a continuous derivative f ′(x), and if f ′(x) possess an analytic power series expansion as
x approaches infinity, the expression is

(7.15)

(g) It is permissible to integrate an asymptotic expansion term-by-term. The resulting series is the
expansion of the integral of the function represented by the original series.
Let

Then, given any positive number e, we can find x0 such that

�f(x) – Sn(x)� < ε�x�–n    for x > x0

Hence

However,

and therefore

Example
The Fresnel integrals

(7.16)

can be written in the form
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These are particular cases of the real and imaginary parts of the integral

(7.17)

Integrating by parts we obtain

(7.18)

Hence

(7.19)

as x approaches infinity. The absolute value of the remainder after n + 1 terms is 

Hence, the remainder after n terms does not exceed in absolute value the absolute value of the (n + 1)th
term, which proves the result.
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