
RELATIVE CLUTTER SPECTRAL SPREAD a fT
FIG. 15.30 Average SCR improvement for the 68 dB Chebyshev filter bank
shown in Fig. 15.28. CPI = nine pulses. Optimum is from Fig. 15.19.

Fast Fourier Transform Filter Bank. For a large number of parallel doppler
filters, hardware implementation can be significantly simplified through the use
of the FFT algorithm. The use of this algorithm constrains all filters in the filter
bank to have identical responses, and the filters will be uniformly spaced along
the doppler axis. The number of filters implemented for a given size of the CPI
can, however, be varied. For example, a larger number of filters can be
realized by extending the received data with extra zero values (also known as
zero padding) after the received returns have been appropriately weighted in
accordance with the desired filter response (e.g., Chebyshev).

15.9 STAGGEREDPRF

Stagger Design Procedures. The interval between radar pulses may be
changed to shift the target velocities to which the MTI system is blind. The
interval may be changed on a pulse-to-pulse, dwell-to-dwell (each dwell being a
fraction of the beamwidth), or scan-to-scan basis. Each approach has advantages.
The advantages of the scan-to-scan method are that the radar system is easier to
build, and multiple-time-around clutter is canceled in a power amplifier MTI
system. The transmitter stabilization necessary for good operation of an
unstaggered MTI system costs money and weight. To stabilize the transmitter
sufficiently for pulse-to-pulse or dwell-to-dwell stagger operation is considerably
more difficult. Pulse-to-pulse staggering is used with MTI processing, while dwell-
to-dwell staggering is used with filter bank processing.

For many MTI applications pulse-to-pulse staggering is essential. For exam-
ple, if a binomial-weighted three-pulse canceler which has 36 percent-wide rejec-
tion notches is employed and if scan-to-scan pulse staggering is used, 36 percent
of the desired targets would be missing on each scan owing to doppler consider-
ations alone. This might be intolerable for some applications. With pulse-to-pulse
staggering, good response can be obtained on all dopplers of interest on each
scan. In addition, better velocity response can be obtained at some dopplers than
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either pulse interval will give on a scan-to-scan basis. This is so because pulse-
to-pulse staggering produces doppler components in the passband of the MTI fil-
ter. Pulse-to-pulse staggering may degrade the improvement factor attainable, as
shown in Figs. 15.16 and 15.17, but this degradation may not be significant, or it
can be eliminated by the use of time-varying weights as described below. One
further advantage of pulse-to-pulse staggering is that it may permit eliminating
the use of feedback in the cancelers (used to narrow the blind-speed notches),
which simplifies canceler design.

The optimum choice of the stagger ratio depends on the velocity range over
which there must be no blind speeds and on the permissible depth of the first null
in the velocity response curve. For many applications, a four-period stagger ratio
is best, and a good set of stagger ratios can be obtained by adding the first blind
speed (in V/VB) to the numbers -3, 2, -1, 3 (or 3, -2, 1, -3). Thus, in Fig.
15.31, where the first blind speed occurs at about V/VB — 28, the stagger ratio is
25:30:27:31. (Alternating the long and short periods keeps the transmitter duty
cycle as nearly constant as possible, as well as ensuring good response at the first
null where V - VB.) If using four interpulse periods permits the first null to be
too deep, then five interpulse periods may be used, with the stagger ratio ob-
tained by adding the first blind speed to the numbers —6, +5, —4, -1-4, +1. Figure
15.32 shows a velocity response curve for five pulse intervals. The depth of the
first null can be predicted from Fig. 15.39, which is discussed later.

v/V8

FIG. 15.31 Velocity response curve: dual canceler, no feedback,
25:30:27:31 pulse-interval ratio.

Figures 15.33 and 15.34 show two other velocity response curves calculated
for four-pulse intervals. For a radar system with relatively few hits per
beam width, it is not advantageous to use more than four or five different intervals
because then the response to an individual target will depend on which part of the
pulse sequence occurs as the peak of the beam passes the target. Random vari-
ation of the pulse intervals is not desirable (unless used as an electronic counter-
countermeasure feature) because it permits the nulls to be deeper than the opti-
mum choice of four- or five-pulse intervals.

When the ratio of pulse intervals is expressed as a set of relatively prime in-
tegers (i.e., a set of integers with no common divisor other than 1), the first true
blind speed occurs at
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v/V8
FIG. 15.32 Velocity response curve: three-pulse binomial canceler, 51:62:53:61:58
pulse-interval ratio.

v/V8
FIG. 15.33 Velocity response curve: three-pulse binomial canceler, 11:16:13:17
pulse-interval ratio.

V/V8

FIG. 15.34 Velocity response curve: three-pulse binomial canceler, 53:58:55:59
pulse-interval ratio. This response curve continues to V/VB = 53 with no dips be-
low 5 dB. The first blind speed is at VlVB = 56.25.
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y R1 + R2 + R3 + • • • + RN_ _ _ (15.22)

where (R19 R2, R3,..., RN) are the set of integers and VB is the blind speed cor-
responding to the average interpulse period. The velocity response curve is sym-
metrical about one-half of the value from Eq. (15.22). Thus, for the pulse-interval
ratio 25:30:27:31, the first true blind speed occurs at VIVB = 28.25, and the re-
sponse curve is symmetrical about VIVB = 14.125.

Feedback and Pulse-to-PuIse Staggering. When pulse-to-pulse staggering is
employed, the effect of feedback is reduced. Staggering causes a modulation of
the signal doppler at or near the maximum response frequency of the canceler.
The amount of this modulation is proportional to the absolute target doppler so
that, for an aircraft flying at VB, the canceler response is essentially
independent of the feedback employed. Figure 15,35 shows a plot of the effects
of feedback on a dual-canceler system with 14.4 hits per beamwidth and a ratio
of stagger intervals of 6:7:8. The feedback values employed are several of those
used for the unstaggered velocity response plot in Fig. 15.22. If scan-to-scan
pulse-interval staggering had been used instead of pulse-to-pulse, the no-
feedback rms response for three scans at a target velocity of VB would be
-12.5 dB. The composite response for pulse-to-pulse staggering, however, is
only -6 dB at VB, thus illustrating the advantage of pulse-to-pulse staggering.

V/V8

FIG. 15.35 Effect of feedback on the velocity response curve: dual canceler, 6:7:8
pulse-interval ratio.

Figure 15.36 shows the difference in response with a two-delay no-feedback
canceler and with a three-delay canceler with a Chebyshev response (the same
feedback used for the response in Fig. 15.23). These curves lie within about 3 dB
of each other, except for velocities equal to Q.Q5VB to 0.25V^. Since the radar
signal from aircraft targets fluctuates considerably from scan to scan, for most
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v/vB

FIG. 15.36 Velocity response curves: triple canceler with no feedback; 12:16:
13:18 pulse-interval ratio.

surveillance radar applications there is no practical advantage in employing the
more complex canceler.

Figure 15.37 shows the difference in response between a five-pulse feedfor-
ward canceler and a three-pulse feedback canceler (the same such cancelers de-
picted in Fig. 15.25) for stagger ratios of 17:19:21:23. Although the feedback can-
celer response ripples more than the five-pulse feedforward canceler, no
significant system advantage would accrue for the five-pulse canceler unless it is
used in a batch mode, or step-scan mode, where the finite transient-response time

V/VB

FIG. 15.37 Velocity response curves: five-pulse feedforward canceler and three-pulse
feedback canceler of Fig. 15.25 for a 17:19:21:23 pulse-interval ratio.
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becomes important (as discussed above, in Fig. 15.25 the four-pulse filter would
be preferable to the five-pulse filter).

In some staggered systems, the use of feedback may serve a useful purpose: to
increase the improvement factor of the system. Whether the feedback will help
significantly depends on whether the stagger ratio or the scanning modulation
limits the system performance more severely. If the limitation is primarily from
scanning modulation, the feedback may be of some help.

Improvement Factor Limitations Caused by Staggering. When pulse-to-pulse
staggering is used, it limits the attainable improvement factor owing to the
unequal time spacing of the received clutter samples. The curves in Figs. 15.16
and 15.17, which have been referred to several times, give the approximate
limitation on / caused by pulse-to-pulse staggering and either antenna scanning
or internal clutter motion. They have been derived as explained below.

A two-delay canceler will perfectly cancel a linear waveform, V(t) = c + at, if
it is sampled at equal time intervals independent of the constant c or the slope a.
[Additional delay cancelers perfectly cancel additional waveform derivatives;
e.g., a three-delay canceler will perfectly cancel V(t) = c + at + bt2.] A stagger
system with two pulse intervals samples the linear waveform at unequal inter-
vals, and therefore there will be a voltage residue from the cancelers that is pro-
portional to the slope a and inversely proportional to y—l, where y is the ratio of
the intervals. The apparent doppler frequency of the residue will be at one-half
the average repetition rate of the system and thus will be at the frequency of max-
imum response of a no-feedback canceler.

The rate of change of phase or amplitude of clutter signals in a scanning radar
is inversely proportional to the hits per beam width, n. Thus, with the use of a
computer simulation to determine the proportionality constant, the limitation on
/ due to staggering is approximately

/ « 20 log (-^r) dB (15.23)Vy - i/
which is plotted in Fig. 15.16.

These curves, which apply to all multiple-delay cancelers, give answers that are
fairly close to the actual limitation that will be experienced for most practical stagger
ratios. An example of the accuracy is as follows: A system with 14.4 hits per
beamwidth, a four-pulse binomial weight canceler, and a 6:9:7:8 pulse-interval ratio
has an improvement factor limitation of 36.5 dB due to staggering. The curve gives a
limitation of 37.2 dB for this case. But note that if the sequence of pulse intervals is
changed from 6:9:7:8 to 6:8:9:7, the actual limitation is 41.1 dB, which is 3.9 dB less
than that indicated by the curve. This occurs because the primary modulation with a
6:9:7:8 pulse-interval ratio looks like a target at maximum-response speed, whereas
the primary modulation with a 6:8:9:7 pulse-interval ratio looks like a target at one-
half the speed of maximum response. Because it is desirable to average the trans-
mitter duty cycle over as short a period as possible, the 6:9:7:8 pulse-interval ratio
would probably be chosen for a practical system.

Once Eq. (15.23) for the limitation on / due to scanning and staggering is ob-
tained, it is possible to determine the limitation on / due to internal-clutter motion
and staggering. If

VM2) x/r x/r
n = — x — = 0.1325— (15.24)

2ir (Jv orv



[from Eqs. (15.4) and (15.5)] is substituted into Eq. (15.23),

/ 2 5 0.1325A/A / 0.33X/r \
/ = 20 fog -^- x = 20 log — (15.25)

V - Y - I vv J \(y - i)av/

where A is the wavelength, fr is the average pulse repetition frequency, and av is
the rms velocity spread of scattering elements. This is plotted in Fig. 15.17 for
rain and for wooded hills with a 40-kn wind. This limitation on the MTI improve-
ment factor is independent of the type of canceler employed.

Time-Varying Weights. The improvement factor limitation caused by pulse-
to-pulse staggering can be avoided by the use of time-varying weights in the
canceler forward paths instead of binomial weights. The use of time-varying
weights has no appreciable effect on the MTI velocity response curve. Whether
the added complexity of utilizing time-varying weights is desirable depends on
whether the stagger limitation is predominant. For two-delay cancelers, the stagger
limitation is often comparable with the basic canceler capability without
staggering. For three-delay cancelers, the stagger limitation usually predominates.

Consider the transmitter pulse train and the canceler configurations shown in
Fig. 15.38. During the interval TN when the returns from transmitted pulse PN are
being received, the two-delay canceler weights should be

T
A=I C = -^ B = -1 -C (15.26)

TN- i

and the three-delay canceler weights should be

A = l c = 1 +
 r*-3 + r"-

TN-I

B = -C D= -I (15.27)

These weights have been derived by assuming that the cancelers should perfectly
cancel a linear waveform V(t) = c + at, sampled at the stagger rate, indepen-
dently of the values of the constant c or the slope a. [As mentioned at the begin-
ning of this section, a multiple-delay canceler with binomial weights in an
unstaggered system will perfectly cancel V(t) = c + at.]

The choice of A = I in both cases is arbitrary. In the three-delay canceler,
setting D= — 1 eliminates the opportunity for a second-order correction to can-
cel the quadratic term bt2 which could be obtained if D were also time-vary ing.
Computer calculations have shown that it is unnecessary to vary D in most prac-
tical systems.

Depth of First Null in Velocity Response. When selecting system pa-
rameters, it is useful to know the depth of the first few nulls to be expected in
the velocity response curve. As discussed earlier, the null depths are es-
sentially unaffected by feedback. They are also essentially independent of the
type of canceler employed, whether single, dual, or triple, or of the number of
hits per beam width. Figure 15.39 shows approximately what null depths can be
expected versus the ratio of maximum to minimum interpulse period.



(C)
FIG. 15.38 Use of time-varying weights, (a) Pulse train, (b) Two-delay canceler. (c) Three-
delay canceler.

75.JO IMPROVEMENTFACTORRESTRICTION
CAUSED BY LIMITING

Field measurements have indicated that the performance of many scanning
multiple-delay MTI radar systems falls considerably short of the performance
predicted above. This is true because the above theory is based on the assump-
tion that the system is linear. As described earlier, many MTI systems use a
linear-limiting amplifier preceding the canceler to adjust clutter residue to the
level of thermal noise. Sometimes inadvertent clutter signal limiting occurs be-
cause of insufficient receiver dynamic range.

An example of how limiting the dynamic range adjusts the residue is shown in
the MTI PPI photographs of Fig. 15.40. The range rings are at 5-mi intervals. A
number of birds are shown on the display. The residue from clutter in the left
photograph is solid out to 3 nmi and then decreases until it is almost entirely gone
at 10 nmi. The MTI improvement factor in both pictures is 18 dB, but the input
dynamic range (peak signal-to-rms noise) to the canceler was changed from 20 to
14 dB between the two pictures. An aircraft flying over the clutter in the first 5 mi
in the left-hand picture could not be detected, no matter how large its radar cross

(o) TIME

DELAY DELAY

(b)

DELAY DELAY DELAY
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FIG. 15.39 Approximate depth of nulls in the velocity response curve for pulse-to-
pulse staggered MTI.

(a) OO

FIG. 15.40 Effect of limiters. (a) 18 dB improvement factor, 20 dB input dynamic range, (b) 18
dB improvement factor, 14 dB input dynamic range.

section. In the right-hand picture, the aircraft could be detected if the target-to-
clutter cross-section ratio were sufficient.

Prior to the development of modern clutter maps for controlling false alarms
caused by clutter residue, the use of IF limiting was essential for false-alarm con-
trol in an MTI radar. Such limiting, however, seriously affects the improvement
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obtainable with a scanning-limited, multiple-delay canceler because of the in-
creased spectral spread of the clutter that exceeds the limit level. Part of the ad-
ditional clutter spectral components comes from the sharp discontinuity in the
envelope of returns as the clutter reaches the limit level.24 A time-domain exam-
ple of this phenomenon is shown in Fig. 15.41 for a radar with 16.4 hits per
beamwidth. On the left is a point target that does not exceed the limit level; on
the right is a point target that exceeds the limit level by 20 dB. Note that, for this
example, / degrades by 12.8 dB for the dual canceler and by 26.5 dB for the triple
canceler. The exact result of this calculation depends on the assumed shape of
the antenna pattern. [In this case, a (sin U)IU pattern terminated at the first nulls
was assumed.] There is a comparable spectral spread of limited distributed

FIG. 15.41 Improvement factor restriction caused by a limiter.
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clutter.25'26 Figure 15.420, b, and c, from Ref. 25, shows the expected improve-
ment factor for two- three-, and four-pulse cancelers as a function of a/L, the
ratio of the rms clutter amplitude to the limit level. Hits per one-way half-power
beam width are indicated by n.

When limiting is used for controlling false alarms, the dynamic range must be ad-
justed so that the residue from clutter is approximately equal to receiver noise. If this
is not done, the clutter residue will be so strong that it will be impossible to detect
desired targets in the clutter area. (It is possible to track a target through a clutter
area with considerably more residue than permits initial detection of a target, but for
surveillance and detection purposes the operators must have a clean display.)

Because MTI systems are built so that the dynamic range of signals into the
canceler can be adjusted in the field to provide a good display, actual perfor-
mance often falls far short of assumed performance without the user being aware
of the difference.

With the proper employment of clutter maps, as described in Sec. 15.14, MTI
radars can be operated with much larger dynamic ranges, and the degradation
caused by IF limiters can be greatly reduced or eliminated.

lL
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TWO-PULSE CANCELER PERFORMANCE
(o)

FIG. 15.42 Improvement factor restriction versus amount of limiting and clutter spectral
spread, (a) Two-pulse canceler. (b) Three-pulse canceler. (c) Four-pulse canceler.
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FIG. 15.42 (Continued)

15.11 RADAR SYSTEM STABILITY AND A/D
QUANTIZATION REQUIREMENTS

System Instabilities. Not only do clutter motion and scanning affect the MTI
improvement factor attainable, but system instabilities also place a limit on MTI
performance. These instabilities come from the stalo and coho, from the
transmitter pulse-to-pulse frequency change if a pulsed oscillator and from pulse-
to-pulse phase change if a power amplifier, from the inability to lock the coho
perfectly to the phase of the reference pulse, from time jitter and amplitude jitter
on the pulses, and from quantization noise of the A/D converter. Weil has
presented an excellent detailed discussion of these effects.27'28

Phase instabilities will be considered first. If the phases of consecutive re-
ceived pulses relative to the phase of the coho differ by, say, 0.01 rad, a limita-
tion of 40 dB is placed on the improvement factor possible. The O.Ol-rad clutter
vector change is equivalent to a target vector 40 dB weaker than the clutter su-
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FIG. 15.42 (Continued)

perimposed on the clutter, as shown in Fig. 15.43.
In the power amplifier MTI system shown in Fig. 15.44, pulse-to-pulse phase

changes in the transmitted pulse can be introduced by the pulsed amplifier. The
most common cause of a power amplifier introducing phase changes is ripple on
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FIG. 15.43 Phase instability.



the high-voltage power supply. Other causes of phase instability include ac volt-
age on the transmitter tube filament and uneven power supply loading, such as
that caused by pulse-to-pulse stagger.

FIG. 15.45 Pulsed oscillator simplified block diagram.

In the pulsed oscillator system, shown in Fig. 15.45, pulse-to-pulse frequency
changes result in phase run-out during the transmitted pulse. Phase run-out is the
change of the transmitted pulse during the pulse duration with respect to the
phase of the reference oscillator. If the coho locked perfectly to the end of the
transmitted pulse, a total phase run-out of 0.02 rad during the transmitted pulse
would then place an average limitation of 40 dB on the improvement factor at-
tainable. Pulse-to-pulse frequency change in microwave oscillators is primarily
caused by high-voltage power supply ripple. In the pulsed oscillator system, a
pulse-to-pulse phase difference of 0.01 rad in locking the coho results in an im-
provement factor limitation of 40 dB.

The limitations on the improvement factor which are due to equipment insta-
bilities in the form of frequency changes of the stalo and coho between consec-
utive transmitted pulses are a function of the range of the clutter. These changes
are characterized in two ways. All oscillators have a noise spectrum. In addition,
cavity oscillators, used because they are readily tunable, are microphonic, and
thus their frequency may vary at an audio rate. The limitation on the improve-
ment factor due to frequency changes is the difference in the number of radians

FIG. 15.44 Power amplifier simplified block diagram.
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that the oscillator runs through between the time of transmission and the time
of reception of consecutive pulses. Thus the improvement factor will be lim-
ited to 40 dB if 2irA/T = 0.01 rad, where A/is the oscillator frequency change
between transmitted pulses and T is the transit time of the pulse to and from
the target.

To evaluate the effects of oscillator phase noise on MTI performance, there
are four steps. First, determine the single-sideband power spectral density of the
phase noise as a function of frequency from the carrier.29'30 Second, increase this
spectral density by 6 dB. This accounts for a 3 dB increase because both
sidebands of noise affect clutter residue and a 3 dB increase because the oscilla-
tor contributes noise during both transmitting and receiving. Third, adjust the
spectral density for (a) correlation due to the range of the clutter of interest, (b)
noise rejection due to the frequency response of the clutter filters, and (c) the
frequency response of the receiver passband. Fourth, integrate the adjusted spec-
tral density of the phase noise. The result is the limitation on the improvement
factor due to the oscillator noise. Oscillator phase noise and adjustments to phase
noise can all be approximated by straight lines on a decibel-versus-log frequency
plot. The places where the straight lines intersect are called break frequencies.

The first adjustment, correlation due to range of the clutter of interest, reduces
noise at the low frequencies by 20 dB per decade from the break frequency at
/ = c/(2irft), where c is the speed of light and R is the clutter range. For the sec-
ond adjustment, the response at low frequency of the clutter filters, cancelers
with binomial weights have responses that fall off at 20 dB per decade for one
delay, 40 dB per decade for two delays, 60 dB per decade for three delays, etc.
The break frequencies for the start of the response falloff are 0.225/r for one de-
lay, 0.249/r for two delays, 0.262/r for three delays, and 0.271/r for four delays. (If
the clutter filters do not use binomial weights, the exact filter response must be
used.) At frequencies higher than the start of the filter passband, the clutter filter
is assumed to have unity gain because the average noise gain is unity.

For example, consider an oscillator (oscillator is assumed to include the com-
plete microwave signal source, which typically includes a crystal oscillator and a
multiplier chain) with single-sideband phase-noise spectral density as shown in
Fig. 15.46. (One device for measuring phase noise is the Hewlett Packard 11729B
Carrier Noise Test Set.30) The single-sideband noise is increased by 3 dB because
both sidebands affect system stability and by an additional 3 dB because the os-
cillator introduces noise in both the transmitted signal (or coho locking signal if a
magnetron transmitter is used) and the receiver downconversion process. Figure
15.47 shows the spectral modifications due to the system response, (a) The first
modification accounts for correlation due to the range to the clutter of interest
[assumed clutter range is « 100 nmi (185.2 km); thus the break frequency is 3
x 108/(27r x 185,200) = 365 Hz]. (b) Second, a three-pulse binomial-weighted
canceler is assumed with the radar operating at a PRF of 360 Hz. Thus the break
frequency is 0.249 x 360 = 90 Hz. (c) Third, the receiver passband is assumed to
extend from —500 kHz to +500 kHz with respect to the IF center frequency (1-
MHz total passband) at the -3 dB points and determined by a two-pole filter.
Thus the receiver passband response falls off at 40 dB per decade from the break
frequency at 500 kHz as shown.

The modified phase-noise spectral density is shown in Fig. 15.48. The total
noise power with respect to the carrier is determined by integration of the noise
power under the curve. The equation for spectral power density of each segment
as a function of frequency is



FREQUENCY(Hz)
FIG. 15.46 Single-sideband phase-noise spectral density of a microwave oscil-
lator and the effective noise density.

[SLOPE ^ / A j

/>(/) = />/! x 1O^ 10 "^ (15.28)

where Pn is spectral power density, in watts per hertz, at/j (for convenience, it
is assumed that the carrier power is 1 W); SLOPE is the slope of the segment, in
decibels per decade; and/j is the frequency where Pn is specified.

For each segment of the spectrum with constant slope, this equation can be
integrated by using Vigneri's method31 or with calculators with an integrate func-
tion, such as the Hewlett Packard HP-15C. Table 15.3 gives the integration for
the example. Note that the assumption is made that the carrier power is 1 W, so
that, for example, -149.4 dBc/Hz becomes 1.148 x 1(T15 W/Hz. When the in-
tegrated powers for all the segments are calculated, they are summed and then

FREQUENCY(Hz)
FIG. 15.47 Adjustments, based on system parameters (see text), to the phase noise of a micro-
wave oscillator.
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FREQUENCY(Hz)
FIG. 15.48 Composite adjustments and adjusted phase-noise spectral density.

TABLE 15.3 Integration of the Phase-Noise Spectral Density of Fig. 15.46 with Adjust-
ments of Fig. 15.47 as Shown in Fig. 15.48

converted back to dBc. The final answer, -66.37 dBc, is the limit on / that re-
sults from oscillator noise. The limit on /SCR (dB) is 7 (dB) plus target integration
gain (dB).

Time jitter of the transmitted pulses results in degradation of MTI systems.
Time jitter results in failure of the leading and trailing edges of the pulses to can-
cel, the amplitude of each uncanceled part being AfAr, where Af is the time jitter
and T is the transmitted pulse length. The total residue power is 2(AfAr)2, and
therefore the limitation on the improvement factor due to time jitter is / = 20 log
[r/(V2 Af)] (dB). This limit on the improvement factor is based on an uncoded
transmitter pulse and on the assumption that the receiver bandwidth is matched
to the duration of the transmitted pulse. In a pulse compression system, the re-
ceiver bandwidth is wider by the time-bandwidth (BT) product; thus the clutter
residue power at each end of the pulse increases in proportion to the BT product.
The limit on / for a chirp pulse compression system is then / = 20 log [r/(V2 Af
VSr)]. For pulse compression systems employing burst waveforms, the factor 2
in the preceding equation should be multiplied by the number of subpulses in the
waveform. Thus, for example, the limit on / for a 13-pulse Barker code is
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/ = 20 log [T/(V2xl3 ArVl3)] dB (15.29)

Pulse-width jitter results in one-half the residue of time jitter, and

/ = 20 log dB (15.30)
APWV/fr

where APW is pulse-width jitter.
Amplitude jitter in the transmitted pulse also causes a limitation of

7 = 20 log -^- dB (15.31)
AA

where A is the pulse amplitude and AA is the pulse-to-pulse change in amplitude.
This limitation applies even though the system uses limiting before the canceler
because there is always present much clutter that does not reach the limit level.
With most transmitters, however, the amplitude jitter is insignificant after the
frequency-stability or phase-stability requirements have been met.

Jitter in the sampling time in the A/D converter also limits MTI performance.
If pulse compression is done prior to the A/D or if there is no pulse compression,
this limit is

/ = 20 log —— dB (15.32)
JVflr

where / is the timing jitter, T is transmitted pulse length, and BT is the time-
bandwidth product. If pulse compression is done subsequent to the A/D con-
verter, then the limitation is

/ = 20 log -̂ - dB (15.33)
JBi

The limitations on the attainable MTI improvement factor are summarized in
Table 15.4. This discussion has assumed that the peak-to-peak values of these
instabilities occur on a pulse-to-pulse basis, which is often the case in pulse-to-
pulse staggered MTI operation. If it is known that the instabilities are random,
the peak values shown in these equations can be replaced by the rms pulse-to-
pulse values, which gives results essentially identical to Steinberg's results.32

If the instabilities occur at some known frequency, e.g., high-voltage power
supply ripple, the relative effect of the instability can be determined by locating
the response on the velocity response curve for the MTI system for a target at an
equivalent doppler frequency. If, for instance, the response is 6 dB down from
the maximum response, the limitation on / is about 6 dB less severe than indi-
cated in the equations in Table 15.4.

If all sources of instability are independent, as would usually be the case, their
individual power residues can be added to determine the total limitation on MTI
performance.

Intrapulse frequency or phase variations do not interfere with good MTI op-
eration provided they repeat precisely from pulse to pulse. The only concern is a



TABLE 15.4 Instability Limitations

loss of sensitivity if phase run-out during the transmitted pulse or mistuning of
the coho or stalo permits the received pulses to be significantly detuned from the
intended IF frequency. If 1-rad phase run-out during the pulse is permitted, the
system detuning may be as large as !/(ZTTT) Hz with no degradation of MTI per-
formance.

To give an example of interpulse-stability requirements, consider a 3000-MHz
radar transmitting an uncoded 2-jxs pulse and the requirement that no single sys-
tem instability will limit the MTI improvement factor attainable at a range of 100
nmi to less than 50 dB, a voltage ratio of 316:1.

The rms pulse-to-pulse transmitter frequency change (if a pulsed oscillator)
must be less than

A/ = —j— = 504 Hz
3167TT

which is a stability of about 2 parts in 107.
The rms pulse-to-pulse transmitter phase-shift change (if a power amplifier)

must be less than

A<f> = 777 = 0.00316 rad = 0.18°316

The stalo or coho frequency change must be less than

A/= = 0.4 Hz
316 (2ir) (100 x 12.36 x 10~6)

where A/ = interpulse frequency change
T = transmitted pulse length
T = transmission time to and from target

A<|> = interpulse phase change
A/ = time jitter
J = A/D sampling time jitter

BT — time-bandwidth product of pulse
compression system (BT = unity for uncoded pulses^

APW = pulse-width jitter
A = pulse amplitude, V

AA = interpulse amplitude change

Pulse-to-pulse instability

Transmitter frequency
Stalo or coho frequency
Transmitter phase shift
Coho locking
Pulse timing
Pulse width
Pulse amplitude
A/D jitter
A/D jitter with pulse compression following A/D

Limit on improvement factor

/ = 20 log [l/(ir A/ T)]
I= 20 log [l/(2ir A/ T)]
/ = 20 log (1/A<|>)
/ = 20 log (I/A+)
/ = 20 log [W(V2AfV5r")]
/ = 20IQg[W(APWVSr)]
/ = 20 log (A/AA)
/ = 20 log [i(J VSr)]
I = 20 lOg [Tl(JBT)]



which is a short-term stability of 1 part in 1010 for the stalo (at about 3 GHz) and
1 part in 108 for the coho (assuming a 30-MHz IF frequency).

The coho locking (if a pulsed oscillator system) must be within

A<|> = -i- = 0.00316 rad = 0.18°
316

The pulse timing jitter must be less than

A, = ^^ = 12L1E! = 4 .5X10-S
316V2VT 316 V2

The pulse-width jitter must be less than

APW = _JL^ = 1211E! = 6 x 10-9 s

316 VT 316

The pulse amplitude change must be less than

^T = T77 = 0.00316 = 0.3 percent
A 316

The A/D sampling time jitter must be less than

,.-^.^..XMr'.
316VI 316

Of the above requirements, the only ones that may be difficult to meet are the
stalo stability33'34 and the coho-locking accuracy. However, in systems with
large bandwidths (short compressed pulses) the timing jitter requirements be-
come significant and may require special clock regeneration circuitry at key sys-
tem locations.

Effect of Quantization Noise on Improvement Factor. Quantization noise,
introduced in the A/D converter, limits the attainable MTI improvement factor.
Consider a conventional video MTI system, as shown in Fig. 15.49. Because

FIG. 15.49 Digital MTI consideration.
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the peak signal level is controlled by the linear-limiting amplifier, the peak
excursion of the phase-detector output is known, and the A/D converter is
designed to cover this excursion. If the A/D converter uses N bits and the
phase-detector output is from -1 to H-I, the quantization interval is 2/(2N - 1).
The rms value of the signal-level deviation introduced by the A/D converter is
2/[(2N - 1) VU]. The limit on the MTI improvement factor that this imposes
on a signal reaching the full excursion of the phase detector is found by
substituting in the following equation from Table 15.4.

/ = 20 log -£- = 20 log ( l———I = 20 log [(2N - 1) VTo]
AA l[(2N - 1) VlO]-1J

(15.34)

Because two quadrature channels contribute independent A/D noise, the average
limit on the improvement factor of a full range signal is

7 -20 log [(2N - 1) yy] = 20 log [(2N - 1) VTI] (15.35)

If the signal does not reach the full excursion of the A/D converter, which is nor-
mally the case, then the quantization limit on / is proportionately more severe.
For example, if the system is designed so that the mean level of the strongest
clutter of interest is 3 dB below the A/D converter peak, the limit on / would be
20 log [(2" - 1) 0.75]. (This is tabulated in Table 15.5.)

TABLE 15.5 Typical Limitation on / Due to A/D Quantization

This discussion of A/D quantization noise has assumed perfect A/D convert-
ers. Many A/D converters, particularly under high-slew-rate conditions, are less
than perfect. This in turn leads to system limitations more severe than predicted
here. (See Sec. 15.12.)

Substituting the pulse-to-pulse rms deviation for AA in Eq. (15.34) was done
on the assumption that the pulse-to-pulse quantization error is independent.
Brennan and Reed35 have calculated a quieting effect which occurs when the
quantization interval is coarse compared with the clutter change between pulses
(which results in a number of successive pulses out of the A/D converter having

Number of bits, N

4
5
6
7
8
9

10
11
12

Limit on MTI improvement
factor /, dB

22.3
28.6
34.7
40.8
46.9
52.9
59.0
65.0
71.0



the same level), but this quieting effect will not occur with practical system pa-
rameters.

Pulse Compression Considerations. When an MTI system is used with pulse
compression, the system target detection capability in clutter may be as good
as a system transmitting the equivalent short pulse, or the performance may be
no better than a system transmitting the same-length uncoded pulse. The kind
of clutter environment, the system instabilities, and the signal processing
utilized determine where the system performance will fall between the above
two extremes. Unless provision is incorporated for coping with system
instabilities, the MTI pulse compression system may fail to work at all in a
clutter environment.

Ideally, a pulse compression receiver coupled with an MTI would appear as in
Fig. 15.5Qa. If the pulse compression system were perfect, the compressed pulse
would look as if the radar had transmitted and received a short pulse, and MTI
processing could proceed as if the pulse compression had not existed. In practice,

(a)

FIG. 15.50 Pulse compression with MTI. (a) Ideal but difficult-to-achieve combination.
(b) Effect of oscillator on transmitter instabilities.
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the compressed pulse will have time sidelobes from two basic causes. The first is
system design, components that may be nonlinear with frequency, etc. These
sidelobes will be stable; that is, they should repeat precisely on a pulse-to-pulse
basis. The second cause of pulse compression sidelobes is system instabilities,
such as noise on local oscillators, noise on transmitter power supplies, transmit-
ter time jitter, and transmitter tube noise. These sidelobes are noiselike and are
proportional to the clutter amplitude. For example, assume that the noiselike
component of the sidelobes is down 40 dB from the peak transmitted signals. This
noiselike component will not cancel in the MTI system, and therefore, for each
clutter area that exceeds the system threshold by 40 dB or more, the residue will
exceed the detection threshold. If the clutter exceeds the threshold by 60 dB, the
residue from the MTI system will exceed the detection threshold by 20 dB, elim-
inating the effectiveness of the MTI. Figure 15.506 is a sketch of this effect.

One approach that has been successful in achieving the maximum MTI system
performance attainable within the limits imposed by system and clutter instabil-
ities is shown in Fig. 15.51. (Transmitter noise will be used in the following dis-
cussion to represent all possible system instabilities that create noiselike pulse
compression time sidelobes.)

Limiter 1 is set so that the dynamic range at its output is equal to the range
between peak transmitter power and transmitter noise in the system bandwidth.
Limiter 2 is set so that the dynamic range at its output is equal to the expected
MTI improvement factor. These limiter settings cause the residue due to trans-
mitter noise and the residue due to other instabilities, such as quantization noise
and internal-clutter motion, each to be equal to front-end thermal noise at the
canceler output. This allows maximum sensitivity without an excessive false-
alarm rate. The limiters are adjustable so that, when the system is placed in the
field, they can be adjusted to take advantage of all the equipment and clutter sta-
bility that exists while precisely controlling the number of false alarms at the
threshold output. Limiter 1 is a very efficient constant-false-alarm-rate device
against transmitter noise because it suppresses the noise in direct proportion to
the clutter signal strength but does not suppress at any time when the clutter sig-
nal is not strong. Thus a weak target that overlaps a strong piece of clutter by half
of the uncompressed pulse length will be 50 percent suppressed, but the remain-
ing 50 percent will be recompressed in the pulse compression network (with 6 dB
amplitude loss) and can still be detected.

Although the limiter causes partial or complete suppression of some desired
targets in the clutter areas, no targets are suppressed that could otherwise have
been detected in the presence of transmitter noise at the system output if the lim-
iter had not been used.

As a specific example, consider a system with a pulse compression ratio of
about 30 dB and transmitter noise in the 15-MHz system noise bandwidth approx-
imately 28 dB below the carrier power. (This is considered typical.36) Assume
that the MTI canceler improvement factor is 30 dB, limited by clutter motion
(internal-clutter spectral spread). With the above system parameters, a receiver

FIG. 15.51 Practical MTI pulse compression combination.
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FIG. 15.52 MTI with pulse compression.

system that will provide the maximum obtainable performance should be ad-
justed as shown in Fig. 15.52. At the output of the pulse compression network,
the transmitter noise will be equal to or less than thermal noise for either distrib-
uted clutter or point clutter. The peak clutter signals will vary from 28 dB above
thermal noise for evenly distributed clutter to 58 dB above thermal noise for
strong point clutter.

Because the MTI canceler is expected to attenuate clutter by 30 dB, the sec-
ond limiter is provided to prevent the residue from strong clutter from exceeding
the threshold. Without the second limiter, a strong-point reflector that was 58 dB
above noise at the canceler input would have a residue 28 dB above noise at the
canceler output. This would be indistinguishable from an aircraft target.

If the transmitter noise were 15 dB less than assumed above, the first limiter
would be set 43 dB above thermal noise and much less target suppression would
occur. Thus target detectability would improve in and near the strong clutter ar-
eas even though the MTI improvement factor was still limited to 30 dB by
internal-clutter motion.

In summary, the noiselike pulse compression sidelobes and the duration of the
uncompressed pulse dictate how effective a pulse compression MTI system can
be. Systems have been built in which transmitter noise and long uncompressed
pulses combined to make the systems incapable of detecting aircraft targets in or
near land clutter. On the other hand, systems with low transmitter noise or with
a short uncompressed pulse have proved satisfactory. Some existing pulse com-
pression systems have not deliberately provided the two separate limiters de-
scribed above, but the systems work because dynamic range is sufficiently re-
stricted by circuit components. Other systems, such as those that deliberately
hard-limit before pulse compression for CFAR reasons, do not have clutter res-
idue problems but suffer from significant target suppression in the clutter areas.

An alternative to the use of limiters is the use of clutter maps. For the clutter
maps to be successful in preventing detections from transmitter noise reflected
from clutter and then dispersed in the pulse compression process, the clutter
maps must be applied to the MTI filter outputs. Thus the clutter residue builds up
in the maps, preventing detections on the residue in the filter outputs.

75.72 ANALOG-TO-DIGITAL CONVERSION
CONSIDERATIONS

The accurate conversion of the radar IF signal into an equivalent digital repre-
sentation is an important step in the implementation of a modern digital signal
processor. This A/D conversion must preserve the amplitude and phase informa-
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tion contained in the radar returns with a minimum of error if the subsequent digital
MTI or MTD processing is to provide the predicted level of performance. Figure
15.53 shows the block diagram of a typical 7 and Q phase detector circuit and the
associated AID converters and indicates the various error sources as discussed in
detail below. Since most AfD converters will not provide predictable output codes
when the input voltage exceeds their full-scale range, an amplitude limiter must be
included at IF to ensure that it is impossible to drive the A/D converter beyond its
maximum input value. More important, if limiting is allowed to occur at the A/D con-
verter, severe harmonics will be introduced in the digital signal representation and
the performance of a doppler filter bank will become unpredictable and most prob-
ably very poor. The two coherent phase detectors (balanced mixers) are driven by
in-phase and quadrature CW signals from the coho. Harmonic outputs are removed
by the low-pass filters. The resulting in-phase and quadrature representation of the
amplitude and phase of the IF signal are then converted to an equivalent digital rep-
resentation by the A/D converters, which are assumed to include the necessary
sample-and-hold circuits. The error sources indicated in the diagram are as follows:
(a) A phase detector nonlinearity which is caused by gain compression in the bal-
anced mixer. This occurs if the power of the coho reference signal is not sufficiently
higher than the largest input signal, (b) A quadrature phase error in the applied coho
reference signals which distorts the reference coordinate system of the / and Q rep-
resentation of the signal, (c) A gain error in one of the I or Q channels. This also
distorts the reference coordinate system, (d) A dc offset at the input to the A/D con-
verter. This is equivalent to a zero-doppler CW signal component, (e) The amplitude
quantization due to the finite number of bits in the A/D converter. The effect of this
quantization on the maximum improvement factor was discussed in Sec. 15.11.

FIG. 15.53 Error sources in radar quadrature detection and A/D conversion.

Dynamic Range. The dynamic range of an A/D converter is limited by the
number of bits in the output word. The quantization noise of an A/D converter
has an rms value which is NQ = lVl2 relative to the least significant bit (LSB).
For an L-bit A/D converter the maximum amplitude which can be converted is
proportional to 2L~l (the most significant bit represents the sign), so that the
maximum dynamic range is
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DRmax = 2(L-1} Vl2 (15.36)

As an example, a 10-bit AfD converter will have a maximum dynamic range of 65.0
dB.

In a practical system the maximum dynamic range must be reduced because
thermal noise at the input to the A/D must be well above the quantization noise in
order to preserve the system noise figure and because the rms value of a
sinusoidal signal is a factor of V2 below the peak value. The latter factor reduces
the practical dynamic range by 3 dB. The rms noise level of system noise at the
A/D input is usually set so that the rms value of the noise into the A/D converter
is equal to the voltage increment corresponding to one to two levels. The number
of levels corresponding to the rms noise level will be denoted k. Thus, the avail-
able dynamic range (voltage ratio) is

2a-i) i
DRactuai = ̂ 7 (15.37)

V2 *

since 2^"1VI is the rms value of the maximum signal and k is the rms value of the
noise. Thus for a 10-bit A/D converter and a noise level set at k = 2.0 the actual
dynamic range would be 45.2 dB, almost 20 dB below the theoretical maximum.

From the value of the quantization noise (Ng = 1/12) and the actual thermal
noise at the output of the A/D converter, the noise figure degradation due to the
quantization noise is found as

I* + NQ\LQ = 10 log I — — 2 ] dB (15.38)
\ K~ /

which for k = 2.0 is LQ = 0.09 dB. For k = 1.0 the quantization loss is increased
to LQ = 0.35 dB, while the dynamic range is increased by 6 dB. The need to
maintain an adequate level of noise in the signal processor to allow effective op-
eration of CFAR processing circuits tends to favor a value of the input noise
close to two levels (k = 2.0).

/ and Q Balance Requirements. During the transformation of the amplitude
and phase information in the IF signal into an equivalent representation in
rectangular coordinates, dc offsets, amplitude imbalance, and phase errors are
introduced. DC offsets which represent a spectral line at zero doppler at the A/D
converter output can be compensated for quite readily. By implementing a long
time-constant averaging circuit at the A/D converter output the dc component
can be estimated and subtracted in each of the / and Q channels.

The effect of amplitude imbalance and phase errors is to generate spurious
sidebands at the image doppler frequency corresponding to signals and clutter at
the input. For clutter at zero doppler this sideband will also be located at zero
doppler, and therefore it will not affect MTI performance. For doppler-shifted
clutter returns which are suppressed by an MTI filter with an offset notch, the
level of this sideband becomes a limiting factor on the improvement factor be-
cause it may be located at a doppler frequency at which the MTI filter has little or
no attenuation. A calculation of the relative level of the spurious sideband caused
by amplitude and phase imbalance has been made by Sinsky and Wang.37 A
graph showing the sideband level as a function of the quadrature error in ampli-



tude or phase is shown in Fig. 15.54. In order to make this sideband less than -40
dB, the amplitude error must be less than 0.17 dB and the quadrature phase error
less than 1.1°.

A M P L I T U D E OR PHASE E R R O R (dB or degrees)

FIG. 15.54 Image sideband due to / and Q amplitude and phase errors.

Timing Jitter. The effect of timing jitter in the clock controlling the sample-
and-hold circuit at the input to the A/D converter is equivalent to timing jitter
on the transmitted pulse as discussed in Sec. 15.11. Its effect must therefore be
included in the overall system stability budget for allowable timing jitter.

Linearity. For A/D converters with a large number of bits, the design of
the coherent detectors needed to obtain the /and Q information becomes a
compromise between noise figure and linearity. Any compression of the
dynamic range at the limit of the input range will result in the generation of
spurious outputs. If the nonlinearity is odd, symmetric odd harmonics will be
generated. Calculations have shown that this sideband will be at about -48 dB
when the dynamic-range compression is 0.1 dB at the maximum signal
amplitude and about -31 dB when the dynamic-range compression reaches 1
dB. This effect is again important only when clutter at nonzero doppler has to
be canceled in a filter with an offset rejection notch.

Accuracy. A/D converters are not necessarily perfect, as the discussion above
has assumed. It is recommended that an A/D be evaluated with large signals at all
frequencies within the receiver passband to establish that the quantization noise is
as low as theoretically expected and that no spurious signals are produced. A/Ds
with noise larger than theoretical are still usable, but it is necessary to consider
their reduced performance in establishing system performance. For example, a
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noisy 14-bit AID might be evaluated as being equivalent to a perfect 12-bit A/D
converter.

15.13 ADAPTIVEMTIIMPLEMENTATION

When the doppler frequency of the returns from clutter is unknown at the radar
input, special techniques are required to guarantee satisfactory clutter suppres-
sion. As discussed in Sec. 15.8, the doppler filter bank will usually be effective
against moving clutter. This requires that the individual filters be designed with a
low sidelobe level in the regions where clutter may appear and that each filter be
followed by appropriate CFAR processing circuits to reject unwanted clutter res-
idue. When clutter suppression is to be implemented with a single MTI filter, it is
necessary to use adaptive techniques to ensure that the clutter falls in the MTI
rejection notch. An example of such an adaptive MTI is TACCAR,38 originally
developed for airborne radars. In many applications the adaptive MTI will further
have to take into account the situation where multiple clutter sources with differ-
ent radial velocities are present at the same range and bearing.

Usually the doppler shift of clutter returns is caused by the wind field, and
early attempts of compensating in the MTI have varied the coho frequency
sinusoidally as a function of azimuth based on the average wind speed and direc-
tion. This approach is unsatisfactory because the wind field rarely is homoge-
neous over a large geographical area and because the wind velocity usually is a
function of altitude due to wind shear (important for rain clutter and chaff).
Against a single clutter source an implementation is required which permits the
MTI clutter notch to be shifted as a function of range. An example of such an
adaptive MTI implementation is shown in Fig. 15.55. The phase-error circuit
compares the clutter return from one sweep to the next. Through a closed loop,
which includes a smoothing time constant, the error signal controls a phase
shifter at the coho output such that the doppler shift from pulse to pulse is re-
moved. It should be noted that since the first sweep entering the MTI is taken as
a reference, any phase shift run-out as a function of range will increase propor-
tionally to the number of sweeps. Ultimately this run-out will exceed the speed of

FIG. 15.55 Block diagram of closed-loop adaptive digital MTI.
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response of the closed loop, and the MTI must be reset. This type of closed-loop
adaptive MTI must therefore be operated for a finite set (batch) of pulses to en-
sure that this will not happen. Such batch-mode operation is also required if a
combination of MTI operation and frequency agility is desired.

If a bimodal clutter situation is caused by the simultaneous presence of returns
from land clutter and weather or chaff, an adaptive MTI can be implemented fol-
lowing a fixed-clutter-notch MTI section as illustrated in Fig. 15.56. The number
of zeros used in the fixed- (zero-doppler) clutter-notch section of the MTI is de-
termined by the required improvement factor and the spectral spread of the land
clutter. Typically the fixed-notch MTI would use two or three zeros. For the
adaptive portion of the MTI a fully digital implementation is shown in which the
pulse-to-pulse phase shift of the clutter output from the first canceler is measured
and averaged over a given number of range cells. This estimated phase shift is
added to the phase shift which was applied to the data on the previous sweep,
and this new phase shift is applied to the current data. The range averaging must
be performed separately on the / and Q components of the measured phase in
each range cell due to the 2ir ambiguity of the phase representation itself. The
accumulation of the applied phase shift from sweep to sweep, however, must be
performed directly on the phase and is computed modulo 2n. The number of ze-
ros of the adaptive MTI section is again determined by the required improvement
factor and the expected spectral spread of the clutter. The phase shift is applied
to the input data in the form of a complex multiply which again requires the trans-
formation of the phase angle into rectangular coordinates. This transformation
can easily be performed by a table lookup operation in a read-only memory.

When doppler shifts are introduced by digital means as described above, the
accuracy of the / and Q representation of the original input data becomes an im-
portant consideration. Any dc offset, amplitude imbalance, quadrature phase er-
ror, or nonlinearity will result in the generation of undesired sidebands that will
appear as residue at the canceler output. A discussion of A/D conversion consid-
erations was presented in Sec. 15.12.

FIG. 15.56 Open-loop adaptive MTI for cancellation of simultaneous fixed and moving clutter.
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In the adaptive MTI implementation described above the number of zeros al-
located to each of the two cancelers was fixed, based on an a priori assessment of
the clutter suppression requirement. The only variation possible would be to
completely bypass one (or both) of the MTI cancelers if no land clutter or
weather or chaff returns are received on a given radial. A more capable system
can be implemented if the number of zeros can be allocated dynamically to either
clutter source as a function of range. This leads to a fully adaptive MTI imple-
mentation using a more complex adaptation algorithm, as discussed below. Such
an adaptive MTI may provide a performance close to the optimum discussed in
Sec. 15.6.

In order to illustrate the difference in performance between such candidate
MTI implementations, a specific example is considered next. For this exam-
ple, land clutter returns are present at zero doppler with a normalized spectral
spread of oyJ = 0.01, and chaff returns are present at a normalized doppler
offset of fdT = 0.25 with a normalized spectral spread of crfT — 0.05. The
power ratio of the land clutter to that of the chaff is denoted Q (dB). Thermal
noise is not considered in this example. In both cases the total number of filter
zeros was assumed to be equal to three. For the adaptive MTI with a fixed
allocation of zeros, two zeros are located at zero doppler and the remaining
zero is centered on the chaff returns. In the optimum MTI the zero locations
are chosen so that the overall improvement factor is maximized. The results of
this comparison are presented in Fig. 15.57, which shows the improvement
factor for the optimum and the adaptive MTI as a function of the power ratio
Q (dB). When Q is small so that chaff returns dominate, a significant perfor-
mance improvement can be realized by using all MTI filter zeros to cancel the
chaff returns. The performance difference for large values of Q is a result of
an assumption made that the location of the third zero remains fixed at the
chaff doppler frequency. In reality, the adaptive MTI would move its third
zero to the land clutter as the land clutter residue starts to dominate the out-
put of the first canceler. The zero locations of the optimum MTI are shown in
Fig. 15.58 and can be seen to move between the land clutter at zero doppler
toward the doppler of the chaff returns as the relative level of the land clutter
becomes small.

LAND CLUTTER RELATIVE
TOCHAFF Q(dB)

FIG. 15.57 Improvement factor comparison of op-
timum and adaptive MTI against fixed and moving
clutter of ratio Q.
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LAND CLUTTER RELATIVE TO
CHAFF Q(dB)

FIG. 15.58 Location of filter zeros for optimum
MTI used against fixed and moving clutter.

RELATIVE TARGET DOPPLER fT
FIG. 15.59 Performance of an adaptive MTI based on the maximum-entropy
spectral estimation theory.

The implementation of a fully adaptive MTI can be based on modern tech-
niques of spectral estimation, as represented by the maximum-entropy method
(MEM).39 An example of the performance obtained through the use of an MTI
based on the MEM principle is shown in Fig. 15.59. For this example bimodal
clutter returns were assumed, consisting of land clutter at zero doppler 60 dB
above noise having a relative spectral spread of oyJ = 0.01 and 60 dB chaff re-
turns at a normalized doppler frequency of fdT = 0.4 with a relative spectral
spread of oyJ = 0.06. The total number of pulses processed in one coherent pro-
cessing interval is CPI =16. The MEM algorithm was implemented by using a
lattice filter estimating seven poles of the clutter spectrum based on the 16 re-
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turns and by subsequently processing the 16 returns through a matching seven-
zero FIR filter. The results of 12 independent simulation runs are shown in Fig.
15.59, and the optimum filter response is shown for reference.

75.74 CLUTTERMAPIMPLEMENTATION

In many MTI radar applications the clutter-to-noise ratio in the receiver will ex-
ceed the improvement factor limit of the system even when techniques such as
sensitivity time control (STC), improved radar resolution, and reduced antenna
gain close to the horizon are used to reduce the level of clutter returns. The re-
sulting clutter residues after the MTI canceler must therefore be further sup-
pressed to prevent saturation of the PPI display and/or an excessive false-alarm
rate in an automatic target detection (ATD) system.

Against spatially homogeneous sources of clutter such as rain, sea clutter, or
corridor chaff, a cell-averaging constant-false-alarm-rate (CFAR) processor fol-
lowing the MTI filter will usually provide good suppression of the clutter resi-
dues. Special features are sometimes added to the CFAR, such as greatest-of se-
lection or two-parameter (scale and shape) normalization logic, in order to
improve its effectiveness at clutter boundaries or if the probability distribution of
the clutter amplitude is nongaussian. However, when the clutter returns are sig-
nificantly nonhomogeneous, as is the case for typical land clutter returns, the per-
formance of the cell-averaging CFAR will not be satisfactory and other means
must be implemented to suppress the output clutter residues to the noise level.

The traditional solution to this problem has been to deliberately reduce the
receiver dynamic range prior to the MTI filter to the same value as the maximum
system improvement factor. Theoretically, then, the output residue should be at
or below the normal receiver noise level, and no false alarms would be generated.
In practice, the introduction of IF limiting against the ground clutter returns will
result in an additional improvement factor restriction, as discussed in Sec. 15.10.
Consequently, for the limited IF dynamic range to have the desired effect on the
output residues, the limit level must be set 5 to 15 dB below the improvement
factor limit of the linear system. The net result is that some of the clutter sup-
pression capability of the MTI radar must be sacrificed in exchange for control of
the output false-alarm rate.

Since returns from land clutter scatterers usually are spatially fixed and there-
fore appear at the same range and bearing from scan to scan, it has long been
recognized that a suitable memory circuit could be used to store the clutter res-
idues and remove them from the output residue on subsequent scans by either
subtraction or gain normalization. This was the basic principle of the so-called
area MTI, and many attempts have been made to implement an effective version
of this circuit over an extended span of time. The main hindrance to its success
has been the lack of appropriate memory technology, since the storage tube (long
the only viable candidate) lacks in resolution, registration accuracy, simultaneous
read-and-write capability, and stability. The development of high-capacity semi-
conductor memories is the technological breakthrough that has made the design
of a working area MTI a reality. The area MTI is better known today as a clutter
map, but both terms are used.

The clutter map may be considered as a type of CFAR where the reference
samples, which are needed to estimate the level of the clutter (or clutter residue),
are collected in the cell under test on a number of previous scans. Since aircraft
targets usually move several resolution cells from one scan to the next, it is un-



likely that the reference samples will be contaminated by a target return. Alter-
natively, by making the averaging time (in terms of past scans) long, the effect of
an occasional target return can be minimized. While the primary purpose of the
clutter map is to prevent false alarms due to discrete clutter or clutter residues
which are at a fixed location, it may also be necessary to consider slowly moving
point clutter in the clutter map design, either to suppress bird returns or because
the radar is on a moving platform (e.g., a ship).

The memory of a clutter map is usually organized in a uniform grid of range
and azimuth cells as illustrated in Fig. 15.60. Each map cell will typically have 8
to 16 bits of memory so that it will handle the full dynamic range of signals at its
input and provide superclutter visibility when a target is flying over a point of
clutter. The dimensions of each cell are a compromise between the required
memory and several performance characteristics. These are the cutoff velocity of
the map, its transient response, and the loss in sensitivity caused by the clutter
map (similar to a CFAR loss). The minimum cell size will be constrained by the
size of the radar resolution cell.

FIG. 15.60 Clutter map cell definition.

Each map cell is updated by the radar returns (or residues) falling within its
borders (or in its vicinity) on several previous scans. To save memory the cells
are usually updated by using a simple recursive (single-pole) filter of the form

y(i) = (1 - a) x y(i - 1) + OLX(I) (15.39)

where y(i - 1) is the old clutter map amplitude, y(i) is the updated clutter map
amplitude, jc(i) is the radar output on the present scan, and the constant a deter-
mines the memory of the recursive filter. The test for detecting a target based on
the output jc(0 is

jc(/) > kTy(i - 1) (15.40)

where the threshold constant kT is selected to give the required false-alarm rate.
Alternatively, the radar output can be normalized on the basis of the clutter map
content to obtain an output z(i) = x(i)/y(i - 1), which can be processed further if
required. Analogously to the implementation of the cell-averaging CFAR proces-
sor, the amplitude x(i) can be in linear, square-law, or logarithmic units.

The loss in detectability due to the clutter map is analogous to the CFAR loss
analyzed in the literature for many different conditions. An analysis of the clutter
map loss for single-hit detection using a square-law detector has been presented
by Nitzberg.40 These and other results can be summarized into a single universal
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curve of clutter map loss, LCM, as a function of the ratio Jc/Leff, as shown in Fig.
15.61, where x defines the required false-alarm probability according to
Pf = 10~* and Leff is the effective number of past observations averaged in the
clutter map defined as

£cff = ̂ -^ (15.41)

For example, for Pf = 10~5 and a = 0.125 the clutter map loss is LCM = 1.8 dB
since x = 5 and Leff = 15 for this case. Also shown in Fig. 15.61 is the curve for
the conventional cell-averaging CFAR,41 where all reference samples are equally
weighted. If more than one noise amplitude is used to update the clutter map con-
tent on each scan, the value of Leff should be increased proportionally.

CLUTTER MAP RATIO X /LEFF
FIG. 15.61 Universal curve for determining detectability loss caused by
the clutter map.

An analysis of the performance of typical implementations of clutter maps has
been presented by Khoury and HoyIe.42 From this reference a typical transient-
response curve is shown in Fig. 15.62 for a Rayleigh fading point clutter source 20
dB above thermal noise, a filtering constant of a = 0.125, and assuming four re-
turns noncoherently integrated in each clutter map cell. The abscissa is in radar
scans, and the ordinate is probability of detection of the point clutter source.
Since the clutter point has the same amplitude statistics as thermal noise, the out-
put false-alarm rate approaches Pf = 10~6 asymptotically.

Against a slowly moving source of clutter (e.g., birds) the probability of
detection may increase as the clutter source crosses the boundary between
two clutter map cells. To prevent this a spreading technique can be used
which will update each clutter map cell, not only with radar returns falling
within its boundaries but also by using radar returns in adjacent cells in range
and azimuth. Through the use of such spreading an additional degree of con-
trol over the clutter map velocity response can be achieved. An example of
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TIME IN SCANS
FIG. 15.62 Transient response of clutter map due to
Swerling Case 2 point clutter model. (From Khoury and
Hoyle.)42

the velocity response of a clutter map including such spreading is shown in Fig.
15.63. The range extent of the clutter map cell is 5 JAS, the radar resolution cell is 1
jxs, n = 4 pulses are noncoherently integrated, the filtering constant is a = 0.125,
the scan time is 5 s (12 r/min), and the SNR = 20 dB. On each scan, the clutter map
cell is updated with the radar amplitudes in the five range cells falling within the clut-
ter map cell and with the amplitude from one additional radar resolution cell before
and after the clutter map cell. It is seen from Fig. 15.63 that the velocity response
characteristic of the clutter map from stopband to passband is somewhat gradual in
this particular implementation. This is partly due to the large size of the clutter map
cell relative to the radar resolution. A finer-grain map with additional spreading
would have a much better velocity response characteristic.

VELOCITY (knots)

FIG. 15.63 Velocity response of clutter map.
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A potential problem with the type of amplitude clutter map described in this sec-
tion is the fact that a large target flying in front of a smaller target may cause enough
buildup in the map to supress the small target. One way to overcome this problem
in a system which includes automatic tracking would be to use the track prediction
gate to inhibit updating of the clutter map with new (target) amplitudes.

75.75 CONSIDERA TIONS APPLICABLE TO MTI
RADAR SYSTEMS

MTI radar system design encompasses much more than receiver design. The en-
tire radar system—transmitter, antenna, and operational parameters—must be
keyed to function as part of an MTI radar. For example, excellent MTI circuitry
will not perform satisfactorily unless the radar local oscillator is extremely stable,
the transmitter has almost no pulse-to-pulse frequency or phase jitter, and the
time on target is sufficient for coherent rejection of unwanted signals.

The design of MTI radar systems requires a number of compromises. One of
the most serious problems is that desired targets often have radial velocities that
are less than those of undesired targets. When a target flies past a radar, there is
an interval when the doppler frequency passes through zero and the target is can-
celled. This interval can be minimized by shaping the velocity response, but only
at the expense of reducing the attainable improvement factor and increasing the
response to undesired moving targets.

There are two classes of undesired moving targets that are particularly trou-
blesome. These are typified by birds and automobiles. A large bird, such as a
gull, crow, or buzzard, has a radar cross section of about 0.01 m2 and flies 20 to
30 mi/h in still air. These flying speeds, combined with 10 to 20 mi/h winds, cause
the birds often to fly at or near the velocity of the maximum MTI response. If
there is one bird per square mile in the vicinity of the radar, there are over 1000
birds within 20 mi, which may saturate an automatic detection system and make
a PPI display virtually useless. One approach to solving the bird problem that has
been implemented on the air route surveillance radars43"45 of the Federal Avia-
tion Administration (FAA) is described below.

STC (sensitivity time control) can be employed to distinguish between small
(0.01-m2) targets and desired aircraft (1-m2) targets. If the STC is programmed
with a fourth-power law as a function of range, most of the bird returns can be
eliminated from the display but desired targets are retained. The use of STC with
a cosecant-squared antenna beam solves one problem but creates another: it also
eliminates desired targets at high elevation angles where the antenna gain is low.
The solution to this problem is to boost the antenna gain at high elevation angles
to be considerably higher than the requirement for the cosecant-squared pattern.
Not only does this compensate for the use of STC, but it also considerably en-
hances the target-to-clutter signal ratio for targets at high elevation angles, thus
improving MTI performance. The penalty for this solution is a loss in the peak
antenna gain which be achieved. An illustration of this approach is provided in
Fig. 15.64, which shows the ARSR-2 antenna pattern and the corresponding free-
space coverage. The loss in peak gain for this example, due to the boost of cov-
erage at high angles, was about 2 dB.

The automobile and truck problem is more difficult to solve. The radar cross
section of an automobile is as large as that from desired targets, and automobile
speeds are well up in the response curves of most surveillance radars. If the radar
is sited so that it can see many miles of highways, which is frequently the case in
populated areas, automobiles are a major problem.



(b)

FIG. 15.64 Antenna elevation pattern for the ARSR-2 an-
tenna, (a) Compared with the cosecant-squared pattern, (b)
Free-space-coverage diagram.

One approach to solving the automobile problem is described in Refs. 46 and
47. On a horn-fed reflector antenna, a second horn is mounted beneath the pri-
mary horn to provide a high-angle receive-only beam. The energy is transmitted
through the primary horn. The second horn is used for receiving for the first 20
mi, after which the receiver is electronically switched to the primary horn for the
remainder of the interpulse interval. The use of the second beam at high angles
greatly enhances the target-to-clutter signal ratio as well as the target-
to-automobile signal ratio. This technique also greatly alleviates the bird problem
because birds generally appear at low elevation angles.
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